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Problem: High DRAM Latency
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memory 

high 
latency

Major bottleneck for system performance

stalls: waiting
for data
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DRAM latency continues to be a critical bottleneck
Goal: Reduce DRAM latency at low cost
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Why is DRAM slow?
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DRAM Cell Array: Mat
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Cell Array (Mat): High Latency
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DRAM Cell Array: High Latency

Outside mat

Inside mat

ÅNarrow poly wire
ςLarge resistance
ςLarge capacitance
ĄSlow

ÅSmall cell 
ςDifficult to detect 

data in smallcell 
ĄSlow

ÅThick metal wire
ςSmall resistance
ςSmall capacitance
ĄFast
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DRAM cell array (mat) is 
the dominant latency bottleneck 

due to three reasons



10

1. Long Narrow Wires

1 Long narrow wires:
enables small area,
increases latency
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2. Operating Conditions

2 Operating conditions:
differing latencies,
uses the same standard value 
optimized for the worst case

e.g., small cell vs. normal cell

e.g., hot vs. cool
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3. Distance from Peripheral Logic

3 Distance from peripheral logic:
differing latencies
uses the same standard value 
optimized for the farthest cell

e.g., near cell vs.far cell
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Three Sources of High Latency

2 Operating conditions

3 Distance from peripheral logic

1 Long narrow wires

Goal: Reduce DRAM latency at low cost 
with three approaches 

ĄAL-DRAM

ĄAVA-DRAM

ĄTL-DRAM
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Thesis Statement

DRAM latency can be reduced 
by enabling and exploiting 

latency heterogeneity in DRAM
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Tiered-Latency DRAM:
Lowering Latency 
by Modifying the BitlineArchitecture

Approach 1

Lee et al., Tiered-Latency DRAM: A Low Latency and Low Cost DRAM Architecture, 
HPCA 2013

Outline

Prior Work

Future Research Direction

1. TL-DRAM Reducing DRAM Latency 
by Modifying BitlineArchitecture

2. AL-DRAM Optimizing DRAM Latency 
for the Common-Case

3. AVA-DRAMLowering DRAM Latency
by Exploiting Architectural Variation

Reducing DRAM Latency 
by Modifying BitlineArchitecture1. TL-DRAM
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Faster

Smaller

Short BitlineLong Bitline

Trade-Off: Area vs. Latency

Trade-Off: Area vs. Latency
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Short Bitline

Low Latency 

Long Bitline

Small Area 

Long Bitline

Low Latency 

Short BitlineOur Proposal

Small Area 

Short BitlineĄ Fast

Need Isolation Add Isolation 
Transistors

High Latency

Large Area 

Approximating Best of Both Worlds
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Low Latency 

Our Proposal

Small Area 

Long Bitline

Small Area 

Long Bitline

High Latency

Short Bitline

Low Latency 

Short Bitline

Large Area 

Tiered-Latency DRAM

Low Latency

Small area 
using long 

bitline

Approximating Best of Both Worlds
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Near Segment

Far Segment

Isolation Transistor

ÅDivide a bitline into two segments with an isolation 
transistor

Sense Amplifier

Tiered-Latency DRAM
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Far SegmentFar Segment

Near Segment

Isolation Transistor

ÅTurn off the isolation transistor

Isolation Transistor (off)

Sense Amplifier

Near Segment Access

Reduced bitline capacitance

Č Low latency & low power

Reduced bitline length
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Near SegmentNear Segment

ÅTurn on the isolation transistor

Far Segment

Isolation TransistorIsolation Transistor (on)

Sense Amplifier

Far Segment Access

Large bitlinecapacitance

Additional resistance of isolation transistor

Long bitline length

ĄHigh latency & high power
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ÅDRAM Latency (tRC) ÅDRAM Power

ÅDRAM Area Overhead
~3%: Mainly due to the isolation transistors

TL-DRAM
Commodity 

DRAM
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Commodity DRAM vs. TL-DRAM
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Longer near segment length leads to 
higher near segment latency  

Latency vs. Near Segment Length
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Far segment latency is higher than 
commodity DRAM latency

Far Segment Length = 512 ςNear Segment Length

Latency vs. Near Segment Length
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ÅTL-DRAM is a substratethat can be leveraged 
by the hardware and/or software

ςUse near segment as hardware-managed cache 
to far segment

Leveraging Tiered-Latency DRAM
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Using near segment as a cache improves 
performance and reduces energy consumption

Performance & Energy Evaluation
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ÅObservation
ς Long bitlinesare the dominant source of DRAM latency

Å Idea
ς Divide a long bitlineinto two shorter segments                                    
Ą Fast and slow segments

ÅTiered-latency DRAM: Enables latency heterogeneity 
ς Can leverage this in many ways to improve performance and 

reduce power consumption

ÅPerformance & Power Evaluation 
ςWhen the fast segment is used as a cache to the slow segment 
ĄSignificant performance improvement (>12%) and power 
reduction(>23%) at low area cost (3%)

Summary: TL-DRAM
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Adaptive-Latency DRAM:
Optimizing DRAM Latency
for the Common Operating Conditions

Approach 2 

Lee et al., Adaptive-Latency DRAM: Optimizing DRAM Timing for the Common-Case, 
HPCA 2015

Outline

Prior Work

Future Research Direction

1. TL-DRAM Reducing DRAM Latency 
by Modifying BitlineArchitecture

2. AL-DRAM Optimizing DRAM Latency 
for the Common-Case

3. AVA-DRAMLowering DRAM Latency
by Exploiting Architectural Variation

Reducing DRAM Latency 
by Modifying BitlineArchitecture1. TL-DRAM

Optimizing DRAM Latency 
for the Common Case2. AL-DRAM
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DRAM Stores Data as Charge

1. Sensing
2. Restore
3. Precharge

DRAM cell

Sense amplifier

Three steps of 
charge movement
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Sensing RestoreTiming Parameters

Data 0

Data 1

cell

time

c
h

a
rg

e

Sense amplifier

DRAM Charge over Time

Why does DRAM need the extra timing margin?

In theory margin

cell

Sense amplifier

In practice



34

1. Process Variation 
ςDRAM cells are not equal

ςLeads to extra timing margin for cell that can 
store small amount of charge

2. Temperature Dependence 
ςDRAM leaks more charge at higher temperature

ςLeads to extra timing margin when operating at 
low temperature 

Two Reasons for Timing Margin

1. Process Variation 
ςDRAM cells are not equal

ςLeads to extra timing margin for cell that can 
store small amount of charge;

1. Process Variation 
ςDRAM cells are not equal

ςLeads to extra timing margin for cells that can 
store large amount of charge
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Same size Ą
Same charge Ą

Different size Ą
Different charge Ą

Same latency Different latency

Large variation in cell size Ą
Large variation in charge Ą
Large variation in access latency

DRAM Cells are Not Equal
RealIdeal

Largest cell

Smallest cell
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1. Process Variation 
ςDRAM cells are not equal

ςLeads to extra timing margin for cells that can 
store large amount of charge

2. Temperature Dependence 
ςDRAM leaks more charge at higher temperature

ςLeads to extra timing margin when operating at 
low temperature 

Two Reasons for Timing Margin

2. Temperature Dependence 
ςDRAM leaks more charge at higher temperature

ςLeads to extra timing margin when operating at 
low temperature 

2. Temperature Dependence 
ςDRAM leaks more charge at higher temperature

ςLeads to extra timing margin when operating at 
low temperature 
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Cells store small charge at high temperature
and large charge at low temperature 
Ą Large variation in access latency

Charge Leakage θTemperature

Room Temp. Hot Temp. (85°C)

Small leakage Large leakage
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DRAM Timing Parameters
ÅDRAM timing parameters are dictated by 

the worst case 

ςThe smallest cell with the smallest charge   
in all DRAM products

ςOperating at the highest temperature

ÅLarge timing margin for the common case

Ą Can lower latency for the common case
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Temperature
Controller

PC

HeaterFPGAs FPGAs

DRAM Testing Infrastructure
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Typical DIMM at 
Low Temperature

Obs1. Faster Sensing

More charge

Strong charge
flow

Faster sensing

Typical DIMM at Low Temperature
ĄMore charge Ą Faster sensing

Timing
( tRCD)

мт҈ Ҩ
No Errors

115 DIMM 
characterization
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Obs2. Reducing Restore Time

Larger cell & 
Less leakage Č
Extra charge

No need to fully
restore charge

Typical DIMM at lower temperature
ĄMore charge ĄRestore time reduction

Read ( tRAS)

от҈ Ҩ
Write ( tWR)

54%Ҩ
No Errors

115 DIMM 
characterization

Typical DIMM at 
Low Temperature




