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2: Genome Sequence Analysis

3: Read Mapping Steps

* There has been significant effort into improving read mapping
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* Key Results: GenStore provides significant speedup (1.4x - 33.6x) and
energy reduction (3.9x — 29.2x) at low cost

4: Motivation 5: GenStore 6: GenStore-EM Overview

for differences between reads and the reference genome
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8: GenStore-NM Overview

7: GenStore-EM Design

Sorted Read-Sized : : * Efficient chaining-based in-storage filter to prune most of the non-matching reads
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1 IGCCCAAATGGTT
Read-sized k-mer m ID Read K-mer Loc. Sorted K-mer Index Costly dynamic programming on many seeds in each read is particularly challenging for long reads
Conventional k-mers [ccC] 873 |AAAAAAAARA AAAAAAARAAA 1) 8; Strong Hash Value Loc. liah iaht chaini fil
232 | AAAAAAAAAG AAAAAAAAAC|! 51 * GenStore-NM uses a g t-WEIg tc alining 1l ter = B 1 i —
1 1,8, ... = :
\/ Only one index lookup per read 17 |AARAAAAACT AAAAAAAAAT|23, 37 o1 - Selectively performs chaining only on reads with a small & 05 s High Alignment
= number of seeds S S | frobabilly
* Sorted read-sized k-mers: to avoid random accesses to the index / 23,37 | | =& "0 16 32 48 64 80 96 112 128 144
Next | o | Next 16 - Directly sends reads that require more complex chaining
| | Compfrator | to the host system Number of seeds per read
\/ Sequential scan of the the index Read = K-mer Using strong hash values instead of read-sized k-mers
Exact match = Filter the read reduces the size of the index by 3.9x Reads with a sufficiently large number of seeds are very likely to align to the reference

9: Evaluation

Methodol GenStore-EM: For a read set with 80% exactly-matching reads GenStore-NM: For a read set with 99.7% non-matching reads Other R |
ethodo ogy With the Software Mapper With the Hardware Mapper With the Software Mapper With the Hardware Mapper ther Results
5 200 10 ¢ +_ & Y 100
Read Mappers 8 150 E 15 x - o 5 5 Ly + o . . X + & § 5 * Effect of read set features on performance
. . " 3 . . A (N e 9T N & | ) %) %) . . .
* Base: state-of-the-art software or hardware read SSD Configurations E 1:2 3 I = I = 4k I o I f_“" S21 l = I o I N l — I s I lo * Performance benefit of an implementation
mappers * SSD-L: with SATA3 interface g o | | 0 | | £ ~ o1 . . . . of GenStore outside the SSD
.- . - S Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base‘ GS Base| GS Base| GS Base| GS
- Minimap2 [Bioinformatics’18]: software mapper e SSD-M: th PCle G int f * More detailed Characterization Of read
-V Wi € Laen3intertace SSD-L | SSD-M | SSD-H SSD-L | SSD-M | SSD-H SSD-L | SSD-M | SSD-H
- GenCache [MICRO'19]: hardware mapper for short reads SSD-H: with PCle G _ : 5Sb-L 5SD-M 5SD-H mapping use cases
. . -H: wit e Geng interrace
- Darwin [ASPLOS"18]: hardware mapper for long reads 4 2.1x - 2.5x speedup 1.5x — 3.3x speedup 22.4x — 27.9x speedup 6.8x — 19.2x speedup

* GS: Base integrated with GenStore On average 3.92x energy reduction On average 27.2% energy reduction SA FA R I


mailto:mnika@ethz.ch

