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Each	DRAM	cell	is	made	of	1	capacitor	and	1	transistor	

Wordline enables	reading/writing	data	in	the	cell
Bitlinemoves	data	from	cell	to/from	I/O	circuitry	



DRAM	Cell	Retention

Retention	failure	– when	leakage	corrupts	stored	data
Retention	time	– how	long	a	cell	holds	its	value
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DRAM	Operation

…

…

…… …

Local	Row	BufferLocal	Row	Buffer

Cache	line

READ

…

READ READ

Ro
w
	D
ec
od
er

Local	Row	BufferREAD READ READ

ACT	R0 RD PRE	R0RD RD ACT	R1 RD RD RD



wordline

capacitor

access
transistor

bitline

Sense 
Amplifier

Vdd

0.5 Vdd

Bi
tli

ne
Vo

lta
ge

Time

Ready to Access 
Voltage Level

tRCD

Guardband

Process variation 
during manufacturing 
results in cells having 
unique behavior

Vmin

ACTIVATE SA Enable READ

Weak
(slow)

Strong
(fast)

Bitline Charge Sharing

DRAM	Accesses	and	Failures

6



wordline

capacitor

access
transistor

bitline

SA

Vdd

0.5 Vdd

Bi
tli

ne
Vo

lta
ge

Time

Ready to Access 
Voltage Level

tRCD

Vmin

ACTIVATE SA Enable READ

Weaker cells have a 
higher probability
to fail because they 
are slower

DRAM	Accesses	and	Failures

7

Weak
(slow)

Strong
(fast)



Thesis	Statement

By	rigorously	understanding	and	exploiting	
DRAM	device	characteristics,	we	can	
significantly	improve	system	performance and	
enhance system	security	and reliability.	
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Goal
Use	rigorous	characterization	of	real	DRAM	
chips to	make	novel	observations	on	chip	
properties and	use	these	observations	to	improve	
system	performance	and	enhance	system	
security	and reliability

11
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Our	Approach
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1. Solar-DRAM [ICCD’18]
Identify	DRAM	regions	that	do	not	failwhen	accessed	with	
reduced	timing	parameters,	and	access	them	faster

2. The	DRAM	Latency	PUF [HPCA’18]
Generate	unique	DRAM	identifiers	to	authenticate	devices
using	error	locations	that	depend	on	process	variation	

3. D-RaNGe [HPCA’19]
Generate	true	random	numbers by	sampling	DRAM	cells	that	
fail	randomly

4. Revisiting	RowHammer [ISCA’20]
Explore	effects	of	process	scaling	and	timing	parameters	on	
RowHammer and	security	implications	for	future	devices
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• Many	important	workloads	exhibit	many	bank	conflicts
• Bank	conflicts	result	in	an	additional	delay	of	tRCD
• This	negatively	impacts	overall	system	performance

• A	prior	work	(FLY-DRAM)	finds	weak	(slow)	cells and	
uses	variable	tRCD depending	on	cell	strength,	however
• They	do	not show	the	viability	of	static	profile	of	cell	strength
• They	characterize	an	older generation	(DDR3)	of	DRAM

• Our	goal	is	to	
• Rigorously	characterize	state-of-the-art	LPDDR4	DRAM
• Demonstrate viability	of	using	static	profile	of	cell	strength
• Devise a	mechanism	to	exploit	more	activation	failure	(tRCD)	
characteristics and	further	reduce	DRAM	latency

Motivation	and	Goal
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1. Spatial	distribution of	activation	failures	
• Key	Observation	1:	Activation	failures	are	highly	constrained	to	
local	bitlines (i.e.,	subarrays)

2. Spatial	locality	of	activation	failures	
• Key	Observation	2:	Activation	failures	are	constrained	to	the	cache	
line	first	accessed	immediately	following	an	activation

3. Distribution	of	cache	accesses	in	real	workloads	
• Key	Observation	3:	tRCD generally	affects	cache	line	0	in	the	row	more	
than	other	cache	line	offsets

4. Effects	of	reduced	tRCD on	write	operations
• Key	Observation	4:	We	can	reliably	issue	write	operations	with	
significantly	reduced	tRCD (e.g.,	by	77%) 12

Key	Characterization	Results	
from	282	DRAM	Devices



Solar-DRAM
Identifies	subarray	columns	as	“weak	(slow)”	or			
“strong	(fast)”	and	accesses	cache	lines	in	strong	
subarray	columns	with	reduced	tRCD
Uses	a	static	profile	of	weak	subarray	columns
• Obtained	in	a	one-time	profiling	step

Three	Components
1. Variable-latency	cache	lines	(VLC)

• Accesses	strong	subarray	columns	faster
2. Reordered	subarray	columns	(RSC)

• Remaps	cache	lines	so	cache	line	0	is	a	strong	cache	line
3. Reduced	latency	for	writes	(RLW)

• Issues	all	write	accesses	with	77%	reduced	tRCD latency
13
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Solar-DRAM:	Putting	it	all	Together

Each	component	increases	the	number	of	accesses	
that	can	be	issued	with	a	reduced	tRCD

They	combine	to	further	increase	the	number	of	
cases	where	tRCD can	be	reduced

Solar-DRAM utilizes	each	component	(VLC,	RSC,	
and	RLW)	in	concert	to	reduce	DRAM	latency	and	
significantly	improve	system	performance

Solar-DRAM	reduces	tRCD for	more	DRAM	accesses	
and	provides	11% performance	benefit
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Solar-DRAM: Reducing DRAM Access Latency
by Exploiting the Variation in Local Bitlines

Jeremie S. Kim‡§ Minesh Patel§ Hasan Hassan§ Onur Mutlu§‡
‡Carnegie Mellon University §ETH Zürich

DRAM latency is a major bottleneck for many applications
in modern computing systems. In this work, we rigorously char-
acterize the e�ects of reducing DRAM access latency on 282
state-of-the-art LPDDR4 DRAM modules. As found in prior
work on older DRAM generations (DDR3), we show that re-
gions of LPDDR4 DRAMmodules can be accessed with latencies
that are signi�cantly lower than manufacturer-speci�ed val-
ues without causing failures. We present novel data that 1)
further supports the viability of such latency reduction mech-
anisms and 2) exposes a variety of new cases in which access
latencies can be e�ectively reduced. Using our observations, we
propose a new low-cost mechanism, Solar-DRAM, that 1) iden-
ti�es failure-prone regions of DRAM at reduced latency and 2)
robustly reduces average DRAM access latency while maintain-
ing data correctness, by issuing DRAM requests with reduced
access latencies to non-failure-prone DRAM regions. We evalu-
ate Solar-DRAM on a wide variety of multi-core workloads and
show that for 4-core homogeneous workloads, Solar-DRAM pro-
vides an average (maximum) system performance improvement
of 4.31% (10.87%) compared to using the default �xed DRAM
access latency.
keywords— DRAM Latency; DRAM Characterization; Pro-
cess Variation; LPDDR4; Memory; Memory Controllers

1. Introduction
High DRAM access latency presents a signi�cant bottle-

neck for memory-intensive applications running on modern
systems [46, 49]. The growing disparity between CPU per-
formance and DRAM access latency continues to exacerbate
the bottleneck. As technology node sizes continue to de-
crease in DRAM manufacturing, circuitry variation in DRAM
cells, which results from process manufacturing variation,
increases. This increase in variation leads to DRAM modules
that are comprised of cells with a wide range of properties,
and these properties determine a DRAM cell’s propensity for
failure. We can directly observe a DRAM cell’s propensity for
failure by accessing it with reduced DRAM timing parameters
below manufacturer-speci�ed values and observing its rate of
failure. We identify cells that fail when accessed with reduced
DRAM timing parameters as “weak” cells, and cells that do
not fail as “strong” cells. Unfortunately, modern memory
controllers do not exploit this variation in DRAM cells and
simply use, for all cells, a �xed set of DRAM timing param-
eters that account for the most failure-prone (i.e., weakest
acceptable) DRAM cell that can be manufactured for a given
yield. These �xed timing parameters are set such that the
circuit elements in the weakest cell have time to stabilize dur-
ing a DRAM access, and failures do not occur during regular
DRAM operation.
Recent works [6, 37] study the failures that result from

reducing DRAM timing parameters related to access latency

(i.e., DRAM access timing parameters). We refer to these fail-
ures as access failures. These works observe that access fail-
ures exhibit spatial locality in DRAM modules. Based on the
assumption that DRAM cells can be statically categorized
as “weak” or “strong”, the authors propose mechanisms to
selectively reduce DRAM access timing parameters for ac-
cesses to DRAM locations that are comprised of stronger bits
(i.e., bits that do not fail when accessed with reduced DRAM
access timing parameters) using a static pro�le of cells. Un-
fortunately, these prior works [6, 37] 1) analyze access failure
patterns only in older DDR3 DRAM modules and 2) fail to
demonstrate the necessary characterization to support their
assumption that identifying weak cells via simple static pro-
�ling is robust.
To overcome the shortcomings of prior work, our goal

in this paper is twofold. We aim to 1) provide a more rig-
orous characterization of activation failures on state-of-the-
art LPDDR4 DRAM modules to show the viability of mecha-
nisms [6, 37] that employ variable DRAM access latency by
relying on a static pro�le, and 2) devise new mechanisms
that exploit more activation failure characteristics observed
on newer state-of-the-art LPDDR4 DRAM modules.

We characterize 282 state-of-the-art 2y-nm LPDDR4 mod-
ules. To do so, we develop an infrastructure with a thermally-
controlled chamber and rigorously test our DRAM modules
with a sweep of parameters including DRAM temperature,
DRAM access latency, testing time interval, and data patterns
written to the DRAM array. Using our infrastructure, we
study a particular class of access failures, called activation
failures, that occur when a key parameter for determining the
service time of a request (tRCD , i.e., row activation latency) is
reduced beyond manufacturer-speci�ed values. We provide
a rigorous characterization of activation failures and make
four key new observations on LPDDR4 modules: 1) activation
failures exhibit high spatial localitywithin a column of DRAM
cells (i.e., a bitline) at the granularity of a subarray, where a
subarray is a substructure of DRAM typically containing 512
or 1024 rows of DRAM cells [7, 31]; 2) the probability that
a bitline within a subarray (i.e., local bitline) contains acti-
vation failures does not change signi�cantly over time. This
means that we can rely on a one-time pro�le of weak local
bitlines to determine, at any point in time, whether an activa-
tion failure might occur in a cache line by an access with a
reduced tRCD; 3) a DRAM access to a row that is closed, i.e.,
not currently bu�ered in the DRAM row bu�er (an in-DRAM
cache that enables quick reads and writes to locations within
a DRAM row), requests the 0th cache line of the row, with a
high probability. Since tRCD dictates the latency to activate a
closed row, reducing the access latency of the 0th cache line
alone could provide signi�cant performance bene�t; and 4)
DRAM write requests can be issued with a greatly reduced

1
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1. Solar-DRAM [ICCD’18]
Identify	DRAM	regions	that	do	not	failwhen	accessed	with	
reduced	timing	parameters,	and	access	them	faster

2. The	DRAM	Latency	PUF [HPCA’18]
Generate	unique	DRAM	identifiers	to	authenticate	devices
using	error	locations	that	depend	on	process	variation	

3. D-RaNGe [HPCA’19]
Generate	true	random	numbers by	sampling	DRAM	cells	that	
fail	randomly

4. Revisiting	RowHammer [ISCA’20]
Explore	effects	of	process	scaling	and	timing	parameters	on	
RowHammer and	security	implications	for	future	devices
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Motivation
We	want	a	way	to	ensure	that	a	system’s	
components	are	not	compromised
• Physical	Unclonable Function	(PUF): a	function	we	evaluate
on	a	device	to	generate a	signature unique to	the	device	
• We	refer	to	the	unique	signature	as	a	PUF	response
• Often	used	in	a	Challenge-Response	Protocol (CRP)

DeviceTrusted	Device
Input:

ChallengeX

Output:
PUF	ResponseX

Evaluating
PUF							. . . 

Checking
PUF	response							. . . 

Authenticated

17



Motivation
1. We	want	a	runtime-accessible PUF
• Should	be	evaluated	quicklywith	minimal impact	on	
concurrent	applications
• Can	protect	against	attacks	that	swap	system	components	
with	malicious	parts

2.		DRAM	is	a	promising	substrate for	evaluating	
PUFs	because	it	is	ubiquitous in	modern	systems
• Unfortunately,	current	DRAM	PUFs	are	slow and	get	
exponentially	slower	at	lower	temperatures

18
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DRAM	Latency	PUF	Key	Idea
• A cell’s latency failure probability is inherently related to 

random process variation from manufacturing
• We can provide repeatable and unique device signatures

using latency error patterns
High	%	chance	to	fail	
with	reduced	tRCD

Low	%	chance	to	fail	
with	reduced	tRCD

SASASASASASASA
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DRAM	Latency	PUF	Key	Idea
• A cell’s latency failure probability is inherently related to 

random process variation from manufacturing
• We can provide repeatable and unique device signatures

using latency error patterns
High	%	chance	to	fail	
with	reduced	tRCD

Low	%	chance	to	fail	
with	reduced	tRCD

SASASASASASASA

The	key	idea	is	to	compose	a	PUF	response	
using	the	DRAM	cells	that	fail	

with	high	probability	

20



PUF Response

• We	induce	latency	failures	100	times	and	use	a	
threshold	of	10%	(i.e.,	use	cells	that	fail	>	10	times)
• We	do	this	for	every	cell	in	a	continuous	8KiBmemory	
region,	that	we	refer	to	as	a	PUF	memory	segment

Ro
w

 D
ec

od
er

SASASASASASASA

0     0     0     1     0     0     1
1     0     0     1     1     0     0
0     0     1     1     0     0     0

Example 21-bit PUF memory segment

Evaluating	a	DRAM	Latency	PUF

21



PUF Response

Evaluating	a	DRAM	Latency	PUF
• We	induce	latency	failures	100	times	and	use	a	
threshold	of	10%	(i.e.,	use	cells	that	fail	>	10	times)
• We	do	this	for	every	cell	in	a	continuous	8KiBmemory	
region,	that	we	refer	to	as	a	PUF	memory	segment

0     0     0     1     0     0     1
1     0     0     1     1     0     0
0     0    1      1     0     0     0

We	can	evaluate	
the	DRAM	latency	PUF	

in	only	88.2ms	on	average
regardless	of	temperature!

22

This	is	orders	of	magnitudes	faster
than	the	previous	best	
DRAM-based	PUF
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The DRAM Latency PUF:
Quickly Evaluating Physical Unclonable Functions

by Exploiting the Latency-Reliability Tradeo� in Modern Commodity DRAM Devices

Jeremie S. Kim†§ Minesh Patel§ Hasan Hassan§ Onur Mutlu§†
†Carnegie Mellon University §ETH Zürich

Physically Unclonable Functions (PUFs) are commonly used
in cryptography to identify devices based on the uniqueness
of their physical microstructures. DRAM-based PUFs have
numerous advantages over PUF designs that exploit alterna-
tive substrates: DRAM is a major component of many modern
systems, and a DRAM-based PUF can generate many unique
identi�ers. However, none of the prior DRAM PUF proposals
provide implementations suitable for runtime-accessible PUF
evaluation on commodity DRAM devices. Prior DRAM PUFs ex-
hibit unacceptably high latencies, especially at low temperatures
(e.g., >125.8s on average for a 64KiB memory segment below
55¶C), and they cause high system interference by keeping part
of DRAM unavailable during PUF evaluation.

In this paper, we introduce the DRAM latency PUF, a new class
of fast, reliable DRAM PUFs. The key idea is to reduce DRAM
read access latency below the reliable datasheet speci�cations us-
ing software-only system calls. Doing so results in error patterns
that re�ect the compound e�ects of manufacturing variations
in various DRAM structures (e.g., capacitors, wires, sense ampli-
�ers). Based on a rigorous experimental characterization of 223
modern LPDDR4 DRAM chips, we demonstrate that these error
patterns 1) satisfy runtime-accessible PUF requirements, and 2)
are quickly generated (i.e., at 88.2ms) irrespective of operating
temperature using a real system with no additional hardware
modi�cations. We show that, for a constant DRAM capacity
overhead of 64KiB, our implementation of the DRAM latency
PUF enables an average (minimum, maximum) PUF evalua-
tion time speedup of 152x (109x, 181x) at 70¶C and 1426x (868x,
1783x) at 55¶C when compared to a DRAM retention PUF and
achieves greater speedups at even lower temperatures.
1. Introduction

A Physically Unclonable Function (PUF) maps a set of input
parameters to unique, device-speci�c signatures that can be
generated repeatably and reliably. We refer to the process of
generating a signature using a given set of input parameters as
the evaluation of a PUF. The resulting signature re�ects a de-
vice’s inherent, random physical variations introduced during
manufacturing. This property guarantees that the signature is
practically impossible to predict or replicate without access to
the device itself [28,136]. These characteristics enable PUFs to
be frequently used in security applications such as low-cost au-
thentication mechanisms against system security attacks and
prevention of integrated circuit (IC) counterfeiting [120, 135].

PUFs are generally used in a challenge-response (CR) proto-
col [120], in which a trusted server gives a device a challenge
(i.e., a set of input parameters and conditions with which to
evaluate a PUF), and veri�es the device’s PUF response (i.e.,
the signature generated by the PUF). A CR protocol generally
consists of two phases: enrollment and authentication. En-
rollment is a one-time setup phase in which a given device
is analyzed, and all possible PUF responses are stored in the
trusted server. Authentication occurs when an application
running on the enrolled device requests escalated permissions
from the trusted server to perform a secure action. The server
provides a challenge to the application, which then evaluates
the PUFwith the requested parameters and returns the PUF re-
sponse. If the response matches with the previously-enrolled
response for the challenge, i.e., the golden key, authentication
is successful. The CR can be done statically, where the PUF

is evaluated only once before runtime (e.g., at bootup) or at
runtime, where an application running on the enrolled device
can evaluate a PUF on-demand [135].

PUFs for silicon devices were �rst introduced as a method
for integrated circuit (IC) identi�cation, exploiting manufac-
turing process variation among devices for disambiguating
di�erent devices [83]. Since then, many prior works have pro-
posed PUF evaluation techniques for di�erent substrates (e.g.,
ASICs, FPGAs, memories), exploiting manufacturing variation
in di�erent components such as emerging memory technolo-
gies [45,64,107,128], �ash memory [132], Application Speci�c
Integrated Circuit (ASIC) logic [28,29,33,36,40,65,72,75,84,88,
98, 99, 108, 116, 119, 125, 127, 139], Static Random Access Mem-
ory (SRAM) [6,9,20,32,41,42,134,145], and Dynamic Random
Access Memory (DRAM) [37, 53, 103, 120, 121, 122, 123, 124].

PUFs must satisfy �ve key characteristics to be e�ective in
security applications [37, 85, 120, 123, 135]. We describe these
characteristics in detail in Section 3.1. PUFs satisfying these
characteristics 1) guarantee a level of robustness for disam-
biguating many devices and 2) are practically impossible for
an attacker to duplicate without access to the physical device
itself. In addition to these properties, a runtime-accessible PUF,
i.e., a PUF that is accessible online to an application running
on an enrolled device, must 1) be easily evaluated with low
latency to prevent unnecessary slowdown of the application
requesting authentication, and 2) provide low system interfer-
ence, i.e., minimize the disturbance PUF evaluation causes to
other applications running on the same system. Section 3.2
describes the characteristics of ideal runtime-accessible PUFs.
DRAM-based PUFs, henceforth called DRAM PUFs, have

recently attracted signi�cant interest for two key reasons: 1)
DRAM is already widely used in a wide variety of modern
systems [90, 94], ranging from embedded to server, and 2)
DRAM’s large address space, which is on the order of Giga- or
Tera-bytes, makes it naturally suitable for CR applications by
providing a greater CR space relative to smaller components
(e.g., SRAMs) [6, 9, 20, 32, 33, 41, 42, 134, 145]. Prior DRAM PUF
proposals exploit variations in DRAM start-up values [123],
DRAM write access latencies [37], and DRAM cell retention
failures [53, 82, 120, 135] to generate reliable PUF responses.
Unfortunately, these prior DRAM PUF proposals have sig-

ni�cant drawbacks that make them unsuitable as runtime-
accessible PUFs. PUFs that use DRAM start-up values [123]
preclude runtime-accessible PUF evaluation by requiring a
DRAM power cycle for every authentication. This requires
either interrupting other applications using DRAM or restart-
ing the entire system, which is likely infeasible at runtime.
On the other hand, PUFs that exploit variation in write access
latencies [37] can be evaluated at runtime. However, [37]’s
proposal requires additional circuitry in a DRAM chip to al-
low �ne-grained manipulation of write latency [37]. This
requires changes to DRAM chips, rendering such proposals
inapplicable to devices used in the �eld today. In this paper,
we would like to design a new runtime-accessible PUFwithout
modifying commodity DRAM chips.
Using cell charge retention failures and their resulting er-

ror patterns [34, 54, 78, 79, 101, 102] is the best candidate for
runtime-accessible DRAM PUF evaluation in commodity de-
vices today, since it does not require a power cycle or any
modi�cations to DRAM chips. Unfortunately, such DRAM

1
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Motivation	and	Goal
• High	throughput	True	Random	Numbers	are	required	
for	many	real-world	applications
- Importantly	cryptography for	securely	encrypting	file	systems,	
network	packets,	data	in	standard	protocols	(TLS/SSL/RSA…)

- Others	include	randomized	algorithms,	scientific	simulation,	
statistical	sampling,	recreational	entertainment

• True	random	numbers	can	only	be	generated	via	
physical	processes
- e.g.,	radioactive	decay,	thermal	noise,	shot	noise
- Systems	rely	on	dedicated	TRNG	Hardware	that	samples	non-
deterministic	various	physical	phenomena

25



• Smaller	devices	(e.g.,	IoT,	mobile,	embedded)	require,	
but	often	lack,	a	high	throughput	True	Random	
Number	Generator	(TRNG)
• DRAM	devices	are	available	on	most	systems
• Mechanism	that	generates	TRN	using	DRAM	enables:

1. applications	that	require	true	random	numbers to	now	
run	on	most	systems

2. other	use-cases,	e.g.,	processing-in-memory	applications	
to	generate	true	random	numbers	within	memory	itself

• Our	Goal:	to	provide a	TRNG using	DRAM	devices that	
satisfies	the	characteristics	of	an	effective	TRNG	

Motivation	and	Goal

26
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D-RaNGe Key	Idea
• A	cell’s	latency	failure	probability	is	inherently	related	to	
random	process	variation from	manufacturing
• We	can	extract	random	values by	observing	DRAM	
cells’	latency	failure	probabilities
High	%	chance	to	fail	
with	reduced	tRCD

Low	%	chance	to	fail	
with	reduced	tRCD

SASASASASASASA
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• A	cell’s	latency	failure	probability	is	inherently	related	to	
random	process	variation from	manufacturing
• We	can	extract	random	values by	observing	DRAM	
cells’	latency	failure	probabilities
High	%	chance	to	fail	
with	reduced	tRCD

Low	%	chance	to	fail	
with	reduced	tRCD

SASASASASASASA

The	key	idea	is	to	extract	random	values	
by	sampling	DRAM	cells	that	fail	

truly	randomly	

D-RaNGe Key	Idea

29



D-RaNGe:	Extracting	Random	Values
Identify	all	DRAM	cells	that	fail	randomly	when	
accessed	with	a	reduced	tRCD (RNG	Cell)
- When	accessing	an	RNG	Cell	with	a	reduced	
tRCD,	the	values	read	will	be	truly	random	values

1  0010110100110011101000110101

1

RNG	Cell

Random	values	when	accessed	with	
tRCD reduced	by	45%

SA
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Results	from	282	DRAM	Devices
• Throughput

• Maximum	(average)	throughput	is	717	Mb/s	(435	Mb/s)

• Latency
• Minimum	empirical	latency	of	100ns	to	generate	64	bits	of	
random	numbers

• System	Interference
• Capacity	overhead:	6	DRAM	rows	per	DRAM	bank	(~0.018%)
• D-RaNGe is	flexible	and	can	adjust	its	level	of	interference	
• D-RaNGe throughput	with	SPEC	CPU2006	workloads	in	the	
pessimistic case	where	D-RaNGe only	issues	accesses	to	a	DRAM	bank	
when	it	is	idle	(no	interference)
• Average	throughput	of	83.1	Mb/s	

• Energy	Consumption
• 4.4	nJ/bit
• Determined	by	Ramulator [SAFARI] +	DRAMPower [MSD]

• https://github.com/CMU-SAFARI/ramulator
• http://www.es.ele.tue.nl/drampower/ 31
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D-RaNGe: Using Commodity DRAM Devices
to Generate True Random Numbers
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We propose a new DRAM-based true random number gener-
ator (TRNG) that leverages DRAM cells as an entropy source.
The key idea is to intentionally violate the DRAM access timing
parameters and use the resulting errors as the source of random-
ness. Our technique speci�cally decreases the DRAM row acti-
vation latency (timing parameter tRCD) below manufacturer-
recommended speci�cations, to induce read errors, or activation
failures, that exhibit true random behavior. We then aggregate
the resulting data from multiple cells to obtain a TRNG capa-
ble of providing a high throughput of random numbers at low
latency.
To demonstrate that our TRNG design is viable using com-

modity DRAM chips, we rigorously characterize the behavior
of activation failures in 282 state-of-the-art LPDDR4 devices
from three major DRAM manufacturers. We verify our ob-
servations using four additional DDR3 DRAM devices from
the same manufacturers. Our results show that many cells in
each device produce random data that remains robust over both
time and temperature variation. We use our observations to
develop D-RaNGe, a methodology for extracting true random
numbers from commodity DRAM devices with high through-
put and low latency by deliberately violating the read access
timing parameters. We evaluate the quality of our TRNG using
the commonly-used NIST statistical test suite for randomness
and �nd that D-RaNGe: 1) successfully passes each test, and 2)
generates true random numbers with over two orders of magni-
tude higher throughput than the previous highest-throughput
DRAM-based TRNG.
1. Introduction
Random number generators (RNGs) are critical compo-

nents in many di�erent applications, including cryptography,
scienti�c simulation, industrial testing, and recreational en-
tertainment [13,15,31,37,47,69,80,82,95,121,135,142,152,162].
These applications require a mechanism capable of rapidly
generating random numbers across a wide variety of op-
erating conditions (e.g., temperature/voltage �uctuations,
manufacturing variations, malicious external attacks) [158].
In particular, for modern cryptographic applications, a ran-
dom (i.e., completely unpredictable) number generator is
critical to prevent information leakage to a potential adver-
sary [31, 37, 47, 69, 79, 80, 82, 152, 162].

Random number generators can be broadly classi�ed into
two categories [32, 78, 145, 148]: 1) pseudo-random number
generators (PRNGs) [18, 98, 100, 102, 133], which deterministi-
cally generate numbers starting from a seed value with the
goal of approximating a true random sequence, and 2) true
random number generators (TRNGs) [6, 16, 22, 23, 24, 33, 36, 47,
50,55,56,57,65,77,83,96,101,111,116,119,141,143,144,146,149,
151, 153, 155, 158], which generate random numbers based on
sampling non-deterministic random variables inherent in var-
ious physical phenomena (e.g., electrical noise, atmospheric
noise, clock jitter, Brownian motion).

PRNGs are popular due to their �exibility, low cost, and fast
pseudo-random number generation time [24], but their out-
put is fully determined by the starting seed value. This means

that the output of a PRNG may be predictable given complete
information about its operation. Therefore, a PRNG falls short
for applications that require high-entropy values [31, 35, 152].
In contrast, because a TRNG mechanism relies on sampling
entropy inherent in non-deterministic physical phenomena,
the output of a TRNG is fully unpredictable even when com-
plete information about the underlying mechanism is avail-
able [79].

Based on analysis done by prior work on TRNG design [64,
79, 124], we argue that an e�ective TRNG must: 1) produce
truly random (i.e., completely unpredictable) numbers, 2)
provide a high throughput of random numbers at low latency,
and 3) be practically implementable at low cost. Many prior
works study di�erent methods of generating true random
numbers that can be implemented using CMOS devices [6,16,
22, 23, 24, 33, 36, 47, 50, 55, 56, 57, 65, 77, 83, 96, 101, 111, 116, 119,
141,143,144,146,149,151,153,155,158]. We provide a thorough
discussion of these past works in Section 9. Unfortunately,
most of these proposals fail to satisfy all of the properties
of an e�ective TRNG because they either require specialized
hardware to implement (e.g., free-running oscillators [6, 158],
metastable circuitry [16, 22, 101, 146]) or are unable to sustain
continuous high-throughput operation on the order of Mb/s
(e.g., memory startup values [39, 55, 56, 144, 151], memory
data retention failures [65, 141]). These limitations preclude
the widespread adoption of such TRNGs, thereby limiting the
overall impact of these proposals.
Commodity DRAM chips o�er a promising substrate to

overcome these limitations due to three major reasons. First,
DRAM operation is highly sensitive to changes in access
timing, which means that we can easily induce failures by
manipulating manufacturer-recommended DRAM access tim-
ing parameters. These failures have been shown to exhibit
non-determinism [27, 66, 71, 72, 84, 87, 109, 112, 117, 157] and
therefore they may be exploitable for true random number
generation. Second, commodity DRAM devices already pro-
vide an interface capable of transferring data continuously
with high throughput in order to support a high-performance
TRNG. Third, DRAM devices are already prevalently in use
throughout modern computing systems, ranging from simple
microcontrollers to sophisticated supercomputers.
Our goal in this paper is to design a TRNG that:

1. is implementable on commodity DRAM devices today
2. is fully non-deterministic (i.e., it is impossible to predict

the next output even with complete information about the
underlying mechanism)

3. provides continuous (i.e., constant rate), high-throughput
random values at low latency

4. provides random values while minimally a�ecting
concurrently-running applications

Meeting these four goals would enable a TRNG design that
is suitable for applications requiring high-throughput true
random number generation in commodity devices today.
Prior approaches to DRAM-based TRNG design success-

fully use DRAM data retention failures [50, 65, 141], DRAM
startup values [39,144], and non-determinism in DRAM com-

1
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1. Solar-DRAM [ICCD’18]
Identify	DRAM	regions	that	do	not	failwhen	accessed	with	
reduced	timing	parameters,	and	access	them	faster

2. The	DRAM	Latency	PUF [HPCA’18]
Generate	unique	DRAM	identifiers	to	authenticate	devices
using	error	locations	that	depend	on	process	variation	

3. D-RaNGe [HPCA’19]
Generate	true	random	numbers by	sampling	DRAM	cells	that	
fail	randomly

4. Revisiting	RowHammer [ISCA’20]
Explore	effects	of	process	scaling	and	timing	parameters	on	
RowHammer and	security	implications	for	future	devices

11

11

11
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The	RowHammer Vulnerability

Row	0

Row	1

Row	2

Row	3

Row	4

Repeatedly	opening (activating)	and	closing (precharging)	
a	DRAM	row	causes	RowHammer bit	flips in	nearby	cells

Row	2open
Row	1

Row	3

Row	2closed Row	2open
Row	1

Row	3

Row	0

Row	4

Victim	Row

Victim	Row

Victim	Row

Victim	Row

Aggressor	RowRow	2open Row	2closed

DRAM Chip
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DRAM	Refresh

Periodic	refresh	operations	preserve	stored	data
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Different	RowHammer
vulnerabilities

Some	cells	are	more	vulnerable	due	to	process	variation

RowHammer Attack:
Accesses	to	nearby	row

Cell-to-cell	Variation
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• Denser	DRAM	chips	are	more	vulnerable	to	RowHammer

• Three	prior	works	[Kim+,	ISCA’14],	[Park+,	MR’16],	[Park+,	MR’16]
over	the	last	six	years provide	RowHammer
characterization	data	on	real	DRAM

• However,	there	is	no	comprehensive	experimental	
study that	demonstrates	how	vulnerability	scales	across	
DRAM	types	and	technology	node	generations	

• It	is	unclear	whether	current	mitigation	mechanisms	
will	remain	viable for	future	DRAM	chips	that	are	likely	
to	be	more	vulnerable	to	RowHammer

Motivation
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Goal

1. Experimentally	demonstrate	how	vulnerable	modern	
DRAM	chips	are	to	RowHammer and	predict	how	this	
vulnerability	will	scale going	forward

2. Examine	the	viability	of	current	mitigation	mechanisms	
on	more	vulnerable	chips
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DRAM	Chips	Tested

1580 total	DRAM	chips	tested	from	300 DRAM	modules
• Threemajor	DRAM	manufacturers	{A,	B,	C}
• Three DRAM	types	or standards {DDR3,	DDR4,	LPDDR4}

• LPDDR4	chips	we	test	implement	on-die	ECC
• Two technology	nodes	per	DRAM	type	{old/new,	1x/1y}

• Categorized	based	on	manufacturing	date,	datasheet	publication	date,	purchase	
date,	and	characterization	results

Type-node:	configuration	describing	a	chip’s	type	and	technology	
node	generation:	DDR3-old/new,	DDR4-old/new,	LPDDR4-1x/1y

storage density and reduce technology node size for future
chip designs. To achieve this goal, we perform a rigorous
experimental characterization study of DRAM chips from
three di�erent DRAM types (i.e., DDR3, DDR4, and LPDDR4),
three major DRAM manufacturers, and at least two di�erent
process technology nodes from each DRAM type. We show
how di�erent chips from di�erent DRAM types and technol-
ogy nodes (abbreviated as “type-node” con�gurations) have
varying levels of vulnerability to RowHammer. We compare
the chips’ vulnerabilities against each other and project how
they will likely scale when reducing the technology node
size even further (Section 5). Finally, we study how e�ec-
tive existing RowHammer mitigation mechanisms will be,
based on our observed and projected experimental data on
the RowHammer vulnerability (Section 6).
4. Experimental Methodology
We describe our methodology for characterizing DRAM

chips for RowHammer.
4.1. Testing Infrastructure

In order to characterize the e�ects of RowHammer across
a broad range of modern DRAM chips, we experimentally
study DDR3, DDR4, and LPDDR4 DRAM chips across a
wide range of testing conditions. To achieve this, we use
two di�erent testing infrastructures: (1) the SoftMC frame-
work [39, 104] capable of testing DDR3 and DDR4 DRAM
modules in a temperature-controlled chamber and (2) an in-
house temperature-controlled testing chamber capable of
testing LPDDR4 DRAM chips.
SoftMC. Figure 3 shows our SoftMC setup for testing

DDR4 chips. In this setup, we use an FPGA board with a
Xilinx Virtex UltraScale 95 FPGA [130], two DDR4 SODIMM
slots, and a PCIe interface. To open up space around the
DDR4 chips for temperature control, we use a vertical DDR4
SODIMM riser board to plug a DDR4 module into the FPGA
board. We heat the DDR4 chips to a target temperature using
silicone rubber heaters pressed to both sides of the DDR4
module. We control the temperature using a thermocouple,
which we place between the rubber heaters and the DDR4
chips, and a temperature controller. To enable fast data trans-
fer between the FPGA and a host machine, we connect the
FPGA to the host machine using PCIe via a 30 cm PCIe ex-
tender. We use the host machine to program the SoftMC
hardware and collect the test results. Our SoftMC setup for
testing DDR3 chips is similar but uses a Xilinx ML605 FPGA
board [129]. Both infrastructures provide �ne-grained con-
trol over the types and timings of DRAM commands sent to
the chips under test and provide precise temperature control
at typical operating conditions.

Figure 3: Our SoftMC infrastructure [39, 104] for testing
DDR4 DRAM chips.

LPDDR4 Infrastructure. Our LPDDR4 DRAM testing
infrastructure uses industry-developed in-house testing hard-
ware for package-on-package LPDDR4 chips. The LPDDR4
testing infrastructure is further equipped with cooling and

heating capabilities that also provide us with precise temper-
ature control at typical operating conditions.
4.2. Characterized DRAM Chips
Table 1 summarizes the DRAM chips that we test using

both infrastructures. We have chips from all of the three
major DRAMmanufacturers spanning DDR3, DDR4, and two
known technology nodes of LPDDR4. We refer to the DRAM
type (e.g., LPDDR4) and technology node of a DRAM chip
as a DRAM type-node con�guration (e.g., LPDDR4-1x). For
DRAM chips whose technology node we do not exactly know,
we identify their node as old or new.

Table 1: Summary of DRAM chips tested.

DRAM Number of Chips (Modules) Tested
type-node Mfr. A Mfr. B Mfr. C Total
DDR3-old 56 (10) 88 (11) 28 (7) 172 (28)
DDR3-new 80 (10) 52 (9) 104 (13) 236 (32)
DDR4-old 112 (16) 24 (3) 128 (18) 264 (37)
DDR4-new 264 (43) 16 (2) 108 (28) 388 (73)
LPDDR4-1x 12 (3) 180 (45) N/A 192 (48)
LPDDR4-1y 184 (46) N/A 144 (36) 328 (82)

DDR3 and DDR4. Among our tested DDR3 modules, we
identify two distinct batches of chips based on their manu-
facturer date, datasheet publication date, their purchase date,
and their RowHammer characteristics. We categorize DDR3
devices with a manufacturing date earlier than 2014 as DDR3-
old chips, and devices with a manufacturing date including
and after 2014 as DDR3-new chips. Using the same set of
properties, we identify two distinct batches of devices among
the DDR4 devices. We categorize DDR4 devices with a man-
ufacturing date before 2018 or a datasheet publication date
of 2015 as DDR4-old chips and devices with a manufacturing
date including and after 2018 or a datasheet publication date
of 2016 or 2017 as DDR4-new chips. Based on our observa-
tions on RowHammer characteristics from these chips, we
expect that DDR3-old/DDR4-old chips are manufactured at
an older date with an older process technology compared to
DDR3-new/DDR4-new chips, respectively. This enables us
to directly study the e�ects of shrinking process technology
node sizes in DDR3 and DDR4 DRAM chips.
LPDDR4. For our LPDDR4 chips, we have two known

distinct generations manufactured with di�erent technology
node sizes, 1x-nm and 1y-nm, where 1y-nm is smaller than
1x-nm. Unfortunately, we are missing data from some genera-
tions of DRAM from speci�c manufacturers (i.e., LPDDR4-1x
from manufacturer C and LPDDR4-1y from manufacturer B)
since we did not have access to chips of these manufacturer-
technology node combinations due to con�dentiality issues.
Note that while we know the external technology node val-
ues for the chips we characterize (e.g., 1x-nm, 1y-nm), these
values are not standardized across di�erent DRAM manufac-
turers and the actual values are con�dential. This means that
a 1x chip from one manufacturer is not necessarily manufac-
tured with the same process technology node as a 1x chip
from another manufacturer. However, since we do know rela-
tive process node sizes of chips from the same manufacturer,
we can directly observe how technology node size a�ects
RowHammer on LPDDR4 DRAM chips.
4.3. E�ectively Characterizing RowHammer

In order to characterize RowHammer e�ects on our DRAM
chips at the circuit-level, we want to test our chips at the
worst-case RowHammer conditions. We identify two condi-
tions that our tests must satisfy to e�ectively characterize
RowHammer at the circuit level: our testing routines must
both: 1) run without interference (e.g., without DRAM refresh
or RowHammer mitigation mechanisms) and 2) systemati-
cally test each DRAM row’s vulnerability to RowHammer

4
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Key	Takeaways	from	1580	Chips

• Chips	of	newer	DRAM	technology	nodes	are	more	
vulnerable to	RowHammer

• There	are	chips	today	whose	weakest	cells	fail	after	
only	4800	hammers

• Chips	of	newer	DRAM	technology	nodes	can	exhibit	
RowHammer bit	flips	1)	in	more	rows	and	2)	farther	
away	from	the	victim	row.	
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1.	RowHammer Vulnerability

Newer	DRAM	chips	are	more	vulnerable	to	RowHammer

Q.	Can	we	induce	RowHammer bit	flips	in	all	of our	DRAM	chips?

All	chips	are	vulnerable,	except	many	DDR3	chips	

• A	total	of	1320	out	of	all	1580	chips	(84%)	are	vulnerable

• Within	DDR3-old chips,	only	12% of	chips	(24/204)	are	vulnerable

• Within	DDR3-new chips,	65% of	chips	(148/228)	are	vulnerable

48



2.	Data	Pattern	Dependence
Q.	Are	some	data	patterns	more	effective	in	inducing	RowHammer bit	flips?

• We	test	several	data	patterns typically	examined	in	prior	
work	to	identify	the	worst-case	data	pattern	

• The	worst-case	data	pattern	is	consistent	across	chips	of	the	
same	manufacturer	and	DRAM	type-node	configuration

• We	use	the	worst-case	data	pattern	per	DRAM	chip	to	
characterize	each	chip	at	worst-case	conditions and	
minimize	the	extensive	testing	time

[More detail and figures in paper]
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3.	Hammer	Count	(HC)	Effects
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Q.	How	does	the	Hammer	Count	affect	the	number	of	bit	flips	induced?
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Hammer Count = 2 Accesses, 
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RowHammer bit	flip	rates	(i.e.,	RowHammer vulnerability)
increase	with	technology	node	generation

Sweeping Number of Hammers
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4.	Spatial	Effects:	Row	Distance
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The	number	of	RowHammer bit	flips	that	occur	in	a	given row	
decreases	as	the	distance	from	the	victim	row	(row	0)	increases.	

Q.	Where	do	RowHammer bit	flips	occur	relative	to	aggressor	rows?
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Chips	of	newer	DRAM	technology	nodes	can	exhibit	RowHammer
bit	flips	1)	in	more	rows	and	2)	farther	away	from	the	victim	row.	

We	normalize	data	by	inducing	a	bit	flip	rate	of	10-6 in	each	chip
4.	Spatial	Effects:	Row	Distance
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[More analysis in the paper]

We	plot	this	data	for	each	DRAM	type-node	configuration	per	manufacturer	

4.	Spatial	Effects:	Row	Distance
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4.	Spatial	Distribution	of	Bit	Flips
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The	distribution	of	RowHammer bit	flip	density	per	word	
changes	significantly	in	LPDDR4	chips	from	other	DRAM	types

Representative of DDR3/DDR4 chip Representative of LPDDR4 chip

We	normalize	data	by	inducing	a	bit	flip	rate	of	10-6 in	each	chip

At	a	bit	flip	rate	of	10-6,	a	64-bit	word	can	contain	up	to	4	bit flips.
Even	at	this	very	low	bit	flip	rate,	a	very	strong	ECC is	required
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We	plot	this	data	for	each	DRAM	type-node	configuration	per	manufacturer	

[More analysis in the paper]

4.	Spatial	Distribution	of	Bit	Flips

56



5.	First	RowHammer Bit	Flips	per	Chip
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We	note	the	different	
DRAM	types	on	the	x-axis:	
DDR3,	DDR4,	LPDDR4.

We	focus	on	trends	across	
chips	of	the	same	DRAM	
type	to	draw	conclusions

5.	First	RowHammer Bit	Flips	per	Chip
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Newer chips from a given DRAM manufacturer 
more vulnerable to RowHammer
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5.	First	RowHammer Bit	Flips	per	Chip
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Newer chips from a given DRAM manufacturer 
more vulnerable to RowHammer
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There	are	chips	whose	weakest	cells	fail	
after	only	4800	hammers

In	a	DRAM	type,	HCfirst reduces	significantly	from	
old	to	new	chips,	i.e.,	DDR3: 69.2k	to	22.4k,	
DDR4: 17.5k	to	10k,	LPDDR4:	16.8k	to	4.8k

5.	First	RowHammer Bit	Flips	per	Chip
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Key	Takeaways	from	1580	Chips

• Chips	of	newer	DRAM	technology	nodes	are	more	
vulnerable to	RowHammer

• There	are	chips	today	whose	weakest	cells	fail	after	
only	4800	hammers

• Chips	of	newer	DRAM	technology	nodes	can	exhibit	
RowHammer bit	flips	1)	in	more	rows	and	2)	farther	
away	from	the	victim	row.	

61



Outline
RowHammer Introduction

Motivation	and	Goal

Experimental	Methodology

Characterization	Results

Evaluation	of	Mitigation	Mechanisms

RowHammer Solutions	Going	Forward

Conclusion
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Evaluation	Methodology

• Cycle-level	simulator: Ramulator [SAFARI]
https://github.com/CMU-SAFARI/ramulator
• 4GHz,	4-wide,	128	entry	instruction	window	
• 48		8-core	workload	mixes	randomly	drawn	from	SPEC	
CPU2006	(10	<	MPKI	<	740)

• Metrics	to	evaluate	mitigation	mechanisms
1. DRAM	Bandwidth	Overhead: fraction	of	total	system	DRAM	

bandwidth	consumption	from	mitigation	mechanism	
2. Normalized	System	Performance: normalized	weighted	

speedup	to	a	100%	baseline

63
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• We	evaluate	five state-of-the-art	mitigation	mechanisms:
• Increased	Refresh	Rate	[Kim+,	ISCA’14]
• PARA [Kim+,	ISCA’14]

• ProHIT [Son+,	DAC’17]

• MRLoc [You+,	DAC’19]
• TWiCe [Lee+,	ISCA’19]

• and	one ideal	refresh-based	mitigation	mechanism:
• Ideal

• More	detailed	descriptions	in	the	paper	on:
• Descriptions	of	mechanisms	in	our	paper	and	the	original	publications
• How	we	scale	each	mechanism	to	more	vulnerable	DRAM	chips	(lower	HCfirst)

Evaluation	Methodology
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Mitigation	Mech.	Eval.	(Increased	Refresh)
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Substantial overhead	for	high	HCfirst values.

This	mechanism	does	not	support	HCfirst <	32k	
due	to	the	prohibitively	high	refresh	rates	required
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Mitigation	Mechanism	Evaluation	(PARA)
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Mitigation	Mechanism	Evaluation	(ProHIT)

67



105 104 103 102

105 104 103 102
D

R
AM

 b
an

dw
id

th
 o

ve
rh

ea
d 

of
 R

ow
H

am
m

er
 m

iti
ga

tio
n 

(%
)

HCfirst

N
or

m
al

iz
ed

 
 S

ys
te

m
 P

er
fo

rm
an

ce
 (%

)

a)

b)

LPDDR4-1y
DDR4-new

DDR4-old
DDR3-old

LPDDR4-1x

LPDDR4-1x

DDR3-old
DDR4-old

DDR4-new

DDR4-new
DDR4-old

DDR3-old

}
}
}Mfr. A

Mfr. B

Mfr. C

D
D
R
3-
ol
d

D
D
R
4-
ol
d

D
D
R
4-
ne

w

LP
D
D
R
4-
1x

LP
D
D
R
4-
1y

D
D
R
3-
ne

w

105 104 103 102

105 104 103 102

10-3

10-2

10-1

100

101

102

103

0

 20

 40

 60

 80

 100

 10

 30

 50

 70

 90

DDR3-new

LPDDR4-1y

DDR3-new

DDR3-new

D
D
R
3-
ol
d

D
D
R
4-
ol
d

D
D
R
4-
ne

w

LP
D
D
R
4-
1x

LP
D
D
R
4-
1y

D
D
R
3-
ne

w

PARA

TWiCe-ideal

Ideal

Ideal

TWiCe-ideal

PARA

D
R

AM
 b

an
dw

id
th

 o
ve

rh
ea

d 
of

 R
ow

H
am

m
er

 m
iti

ga
tio

n 
(%

)

HCfirst

N
or

m
al

iz
ed

 
 S

ys
te

m
 P

er
fo

rm
an

ce
 (%

)

a)

b)

LPDDR4-1y
DDR4-new

DDR4-old
DDR3-old

LPDDR4-1x

LPDDR4-1x

DDR3-old
DDR4-old

DDR4-new

DDR4-new
DDR4-old

DDR3-old

}
}
}Mfr. A

Mfr. B

Mfr. C

D
D
R
3-
ol
d

D
D
R
4-
ol
d

D
D
R
4-
ne

w

LP
D
D
R
4-
1x

LP
D
D
R
4-
1y

D
D
R
3-
ne

w
105 104 103 102

105 104 103 102

10-3

10-2

10-1

100

101

102

103

0

 20

 40

 60

 80

 100

 10

 30

 50

 70

 90

DDR3-new

LPDDR4-1y

DDR3-new

DDR3-new

D
D
R
3-
ol
d

D
D
R
4-
ol
d

D
D
R
4-
ne

w

LP
D
D
R
4-
1x

LP
D
D
R
4-
1y

D
D
R
3-
ne

w

PARA

TWiCe-ideal

Ideal

Ideal

TWiCe-ideal

PARA

HCfirst (number	of	hammers	required	to	induce	first	RowHammer bit	flip)

Models	for	scaling ProHIT and	MRLoc for	HCfirst <	2k	
are	not	provided	and	how	to	do	so	is	not	intuitive

Supported Not	supported

Mitigation	Mechanism	Evaluation	(MRLoc)
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Supported Not	supported

TWiCe does	not	support	HCfirst <	32k.	

We	evaluate	an	ideal	scalable	version	(TWiCe-ideal)	
assuming	it	solves	two	critical	design	issues

Mitigation	Mechanism	Evaluation	(TWiCe)
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Ideal	mechanism	issues	a	refresh	command	
to	a	row	only	right	before	the	row	

can	potentially	experience	a	RowHammer bit	flip	

6%	performance	loss

Mitigation	Mechanism	Evaluation	(Ideal)
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PARA,	ProHIT,	and	MRLoc mitigate	RowHammer bit	flips
in	worst	chips	today	with	reasonable	system	performance	

(92%,	100%,	100%)
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Mitigation	Mechanism	Evaluation	
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Only	PARA’s	design	scales	to	low	HCfirst values
but	has	very	low	normalized	system	performance	
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Mitigation	Mechanism	Evaluation
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Ideal mechanism	is	significantly	better	
than	any	existing	mechanism	for	HCfirst <	1024

Significant	opportunity	for	developing	a	RowHammer solution	
with	low	performance	overhead	that	supports	low	HCfirst
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Key	Takeaways	from	Mitigation	Mechanisms

• Existing	RowHammer mitigation	mechanisms	can	prevent	
RowHammer attacks	with	reasonable	system	
performance	overhead in	DRAM	chips	today

• Existing	RowHammer mitigation	mechanisms	do	not	scale	
well to	DRAM	chips	more	vulnerable	to	RowHammer

• There	is	still	significant	opportunity	for	developing	a	
mechanism	that	is	scalable	with	low	overhead
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RowHammer Solutions	Going	Forward

Two promising	directions	for	new	RowHammer solutions:

1. DRAM-system	cooperation
• We	believe	the	DRAM	and	system	should	cooperate	more	to	provide	a	
holistic solution	can	prevent	RowHammer at	low	cost

2. Profile-guided
• Accurate	profile	of	RowHammer-susceptible	cells	in	DRAM	provides	a	
powerful	substrate	for	building	targeted RowHammer solutions,	e.g.:
• Only	increase	the	refresh	rate	for	rows	containing	RowHammer-susceptible	cells

• A	fast	and	accurate	profiling	mechanism	is	a	key	research	challenge	for	
developing	low-overhead	and	scalable	RowHammer solutions
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Conclusion
• We	characterized	1580	DRAM	chips	of	different	DRAM	types,	
technology	nodes,	and	manufacturers.	

• We	studied	five state-of-the-art	RowHammer mitigation	
mechanisms	and	an	ideal	refresh-based	mechanism

• We	made	two	key	observations
1. RowHammer is	getting	much	worse.	It	takes	much	fewer	hammers	to	

induce	RowHammer bit	flips	in	newer	chips	
• e.g.,	DDR3: 69.2k	to	22.4k,	DDR4: 17.5k	to	10k,	LPDDR4:	16.8k	to	4.8k

2. Existing	mitigation	mechanisms	do	not	scale	to	DRAM	chips	that	are	
more	vulnerable	to	RowHammer
• e.g.,	80%	performance	loss	when	the	hammer	count	to	induce	the	first	bit	flip	is	128

• We	conclude that	it	is	critical to	do	more	research	on	
RowHammer and	develop	scalable	mitigation	mechanisms	to	
prevent	RowHammer in	future	systems
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Revisiting RowHammer: An Experimental Analysis
of Modern DRAM Devices and Mitigation Techniques
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RowHammer is a circuit-level DRAM vulnerability, �rst rig-
orously analyzed and introduced in 2014, where repeatedly
accessing data in a DRAM row can cause bit �ips in nearby
rows. The RowHammer vulnerability has since garnered sig-
ni�cant interest in both computer architecture and computer
security research communities because it stems from physi-
cal circuit-level interference e�ects that worsen with continued
DRAM density scaling. As DRAM manufacturers primarily
depend on density scaling to increase DRAM capacity, future
DRAM chips will likely be more vulnerable to RowHammer than
those of the past. Many RowHammer mitigation mechanisms
have been proposed by both industry and academia, but it is
unclear whether these mechanisms will remain viable solutions
for future devices, as their overheads increase with DRAM’s
vulnerability to RowHammer.

In order to shed more light on how RowHammer a�ects mod-
ern and future devices at the circuit-level, we �rst present an
experimental characterization of RowHammer on 1580 DRAM
chips (408◊ DDR3, 652◊ DDR4, and 520◊ LPDDR4) from 300
DRAM modules (60◊ DDR3, 110◊ DDR4, and 130◊ LPDDR4)
with RowHammer protection mechanisms disabled, spanning
multiple di�erent technology nodes from across each of the three
major DRAMmanufacturers. Our studies de�nitively show that
newer DRAM chips are more vulnerable to RowHammer: as
device feature size reduces, the number of activations needed
to induce a RowHammer bit �ip also reduces, to as few as 9.6k
(4.8k to two rows each) in the most vulnerable chip we tested.

We evaluate �ve state-of-the-art RowHammer mitigation
mechanisms using cycle-accurate simulation in the context of
real data taken from our chips to study how the mitigation
mechanisms scale with chip vulnerability. We �nd that existing
mechanisms either are not scalable or su�er from prohibitively
large performance overheads in projected future devices given
our observed trends of RowHammer vulnerability. Thus, it is
critical to research more e�ective solutions to RowHammer.
1. Introduction

DRAM is the dominant main memory technology of nearly
all modern computing systems due to its superior cost-per-
capacity. As such, DRAM critically a�ects overall system
performance and reliability. Continuing to increase DRAM
capacity requires increasing the density of DRAM cells by
reducing (i.e., scaling) the technology node size (e.g., feature
size) of DRAM, but this scaling negatively impacts DRAM
reliability. In particular, RowHammer [63] is an important
circuit-level interference phenomenon, closely related to tech-
nology scaling, where repeatedly activating a DRAM row
disturbs the values in adjacent rows. RowHammer can result
in system-visible bit �ips in DRAM regions that are physi-
cally nearby rapidly accessed (i.e., hammered) DRAM rows.
RowHammer empowers an attacker who has access to DRAM
address X with the ability to modify data in a di�erent lo-
cation Y such that X and Y are physically, but not neces-
sarily logically, co-located. In particular, X and Y must be
located in di�erent DRAM rows that are in close proximity
to one another. Because DRAM is widely used throughout
modern computing systems, many systems are potentially
vulnerable to RowHammer attacks, as shown by recent works
(e.g., [21,26,34,35,50,70,82,90,100,102,108,119,122,123,130]).

RowHammer is a serious challenge for system designers
because it exploits fundamental DRAM circuit behavior that
cannot be easily changed. This means that RowHammer is
a potential threat across all DRAM generations and designs.
Kim et al. [63] show that RowHammer appears to be an e�ect
of continued DRAM technology scaling [63, 89, 91, 92], which
means that as manufacturers increase DRAM storage density,
their chips are potentially more susceptible to RowHammer.
This increase in RowHammer vulnerability is often quanti�ed
for a given DRAM chip by measuring the number of times a
single row must be activated (i.e., single-sided RowHammer)
to induce the �rst bit �ip. Recently, Yang et al. [133] have
corroborated this hypothesis, identifying a precise circuit-
level charge leakage mechanism that may be responsible for
RowHammer. This leakage mechanism a�ects nearby circuit
components, which implies that as manufacturers continue
to employ aggressive technology scaling for generational
storage density improvements [42, 53, 86, 126], circuit com-
ponents that are more tightly packed will likely increase a
chip’s vulnerability to RowHammer.

Tomitigate the impact of the RowHammer problem, numer-
ous works propose mitigation mechanisms that seek to pre-
vent RowHammer bit �ips from a�ecting the system. These
include mechanisms to make RowHammer conditions impos-
sible or very di�cult to attain (e.g., increasing the default
DRAM refresh rate by more than 7x [63], or probabilistically
activating adjacent rows with a carefully selected probabi-
lity [63]) and mechanisms that explicitly detect RowHam-
mer conditions and intervene (e.g., access counter-based ap-
proaches [57, 63, 77, 113, 114]). However, all of these solu-
tions [2, 3, 4, 5, 6, 7, 8, 10, 11, 12, 15, 24, 25, 27, 30, 33, 38, 41, 44, 57,
62, 63, 67, 77, 78, 79, 116, 123, 127, 128, 129, 134] merely treat the
symptoms of a RowHammer attack (i.e., prevent RowHammer
conditions) without solving the core circuit vulnerability.

To better understand the problem in order to pursue more
comprehensive solutions, prior works study the RowHam-
mer failure mechanism both experimentally [63, 96, 97] and
in simulation [133]. Unfortunately, there has been no work
since the original RowHammer paper [63] that provides a
rigorous characterization-based study to demonstrate how
chips’ vulnerabilities to RowHammer (i.e., the minimum num-
ber of activations required to induce the �rst RowHammer
bit �ip) scale across di�erent DRAM technology generations.
While many works [5, 64, 90, 91, 92] speculate that modern
chips are more vulnerable, there is no rigorous experimental
study that demonstrates exactly how the minimum activa-
tion count to induce the �rst RowHammer bit �ip and other
RowHammer characteristics behave in modern DRAM chips.
Such an experimental study would enable us to predict future
chips’ vulnerability to RowHammer and estimate whether
existing RowHammer mitigation mechanisms can e�ectively
prevent RowHammer bit �ips in modern and future chips.
Our goal in this work is to experimentally demonstrate

how vulnerable modern DRAM chips are to RowHammer at
the circuit-level and to study how this vulnerability will scale
going forward. To this end, we provide a rigorous experimen-
tal characterization of 1580 DRAM chips (408◊ DDR3, 652◊
DDR4, and 520◊ LPDDR4) from 300 modern DRAM modules
(60◊ DDR3, 110◊ DDR4, and 130◊ LPDDR4) from across all
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Thesis	Statement
By	rigorously	understanding	and	exploiting	
DRAM	device	characteristics,	we	can	
significantly	improve	system	performance and	
enhance system	security	and reliability.	
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Security

Reliability
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Our	Approach
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1. Solar-DRAM [ICCD’18]
Identify	DRAM	regions	that	do	not	failwhen	accessed	with	
reduced	timing	parameters,	and	access	them	faster

2. The	DRAM	Latency	PUF [HPCA’18]
Generate	unique	DRAM	identifiers	to	authenticate	devices
using	error	locations	that	depend	on	process	variation	

3. D-RaNGe [HPCA’19]
Generate	true	random	numbers by	sampling	DRAM	cells	that	
fail	randomly

4. Revisiting	RowHammer [ISCA’20]
Explore	effects	of	process	scaling	and	timing	parameters	on	
RowHammer and	security	implications	for	future	devices
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11

11
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Conclusion

We	hope	that	this	research	will	demonstrate	that	
a	deep	understanding	of	DRAM	device	
characteristics	can	be	exploited	to	significantly	
improve	system	performance,	and enhance	
system	security	and	reliability.	
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Further	Reducing	DRAM	Latency	
• Explore	reducing	other	DRAM	timing	parameters	(e.g.,	tRP,	tWR,	tRTP)

• Examine	each	failure	mechanism	and	the	distribution	of	errors	for	each	parameter
• Exploit	spatial	distribution	of	different	error	mechanisms	to	reduce	parameters

• Study	interaction	of	effects	when	reducing	multiple	parameters

Enabling	Reduced	DRAM	Latency	Accesses
• Efficient	profiling	methodology	to	identify	“weak”	regions	of	DRAM

• Obtain	comprehensive	profile	with	low	overhead
• Minimize	storage	overhead	for	profile	of	weak	regions

• Memory	controller	that	dynamically	adjusts	timing	parameters

• Examine	effects	of	technology	scaling	on	reduced	timing	parameters
83
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Further	Improving	Security	Primitives
• Increasing	the	PUF	response	space for	DRAM-based	PUFs	

• Using	different	DRAM	timing	parameters	to	evaluate	more	PUFs

• Improving	TRNG	throughput	with	multiple	DRAM-based	TRNGs
• Use	a	different	mechanism	depending	on	running	workloads	and	system	conditions

Practical	implementations	of	DRAM	PUFs	and	TRNGs
• Memory	controller	with	intelligent	scheduler	for	PUF/TRNG

• Examining	effects	of	temperature on	RNG	cells	and	PUF	regions

• Methodology	for	quickly	identifying	RNG	cells	and	PUF	regions

• Studying	and	mitigating	effects	of	DRAM process	scaling	
• How	does	increased	density	affect	DRAM	error	mechanisms?
• How	is	availability	of	PUF	regions	and	RNG	cells	affected	in	future	DRAM	chips
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Deeper	understanding	of	various	effects	on	RowHammer
• activation	frequency,	temperature,	voltage,	aging	

• On-die	ECC	effects	on	the	ability	to	induce	RowHammer failures

RowHammer Mitigations	Going	Forward
• DRAM-system	cooperation	for	holistic	RowHammer prevention

• Tracking	DRAM	accesses	of	processes	across	the	stack	and	throttling	malicious	
processes

• Accurate	profile	of	RowHammer-susceptible	cells	for	targeted	solutions
• Profiling	RowHammer vulnerability	per	row	and	applying	varying	degrees	of	protection

• What	are	the	worst-case	conditions	for	inducing	RowHammer bit	flips?
• How	do	we	guarantee	that	systems	are	fully	protected	against	such	RowHammer
attacks?	

• Fast	and	accurate	profiling	mechanism
85
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Other	DRAM	Topics	Investigated
RowHammer
1. “Are	We	Susceptible	to	Rowhammer?	An	End-to-End	Methodology	for	Cloud	Providers,”	Cojocar et	al.,	
SP	2020.
2. “RowHammer:	A	Retrospective,”Mutlu and	Kim,	IEEE	TCAD	TopInHES 2018.
3. “Flipping	Bits	in	Memory	Without	Accessing	Them:	An	Experimental	Study	of	DRAM	Disturbance	
Errors,”	Kim	et	al.,	ISCA	2014.

On-Die	ECC
1. “Bit-Exact	ECC	Recovery	(BEER):	Determining	DRAM	On-Die	ECC	Functions	by	Exploiting	DRAM	Data	
Retention	Characteristics,”	Patel,	Kim,	et	al.,	MICRO	2020.
2. “Understanding	and	Modeling	On-Die	Error	Correction	in	Modern	DRAM:	An	Experimental	Study	Using	
Real	Devices,”	Patel,	Kim,	et	al.,	DSN	2019.	Best	Paper	award.

Retention	Failure	Characterization
1. “The	Reach	Profiler	(REAPER):	Enabling	the	Mitigation	of	DRAM	Retention	Failures	via	Profiling	at	
Aggressive	Conditions,”	Patel,	Kim,	and	Mutlu,	ISCA	2017.

DRAM	Latency	Reduction
1. “Reducing	DRAM	Latency	via	Fine-grained	In-DRAM	Cache,”	Wang	et	al.,	MICRO	2020.	
2. “CROW:	Exploiting	in-DRAM	Locality	using	Copy-Rows,”	Hassan	et	al.,	ISCA	2019.
3. “CAL:	Charge-level	Aware	Look-ahead	Partial	Restoration	for	Fast	DRAM	Access,”	Wang	et	al.,	MICRO	2018.

Processing-in-Memory
1. “Processing-in-Memory:	A	Workload-Driven	Perspective,”	Ghose,	et	al.,	IBM	J.	Res.	&	Dev.	2019.
2. “Ambit:	In-memory	accelerator	for	bulk	bitwise	operations	using	commodity	DRAM,” Seshadri	et	al.,	
MICRO	2017.
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Other	Areas	Investigated
Microprocessor	Energy-Efficiency
1. “A	Power- and	Workload-aware	Hybrid	Power	Delivery	Network	for	energy-efficient	high-end	
client	processors,”	Haj-Yahya	et	al.,	MICRO	2020.	
2. “SysScale:	Utilizing	Coarse-grain	Multi-domain	Scaling	to	Improve	the	Energy-Efficiency	of	
Modern	Mobile	Microprocessor,”	Haj-Yahya	et	al.,	ISCA	2020.

Bioinformatics
1. ”AirLift:	A	Fast	and	Comprehensive	Technique	for	Translating	Alignments	between	Reference	
Genomes,”	Kim	et	al.,	ArXiv 2019.
2. “GRIM-Filter:	Fast	seed	location	filtering	in	DNA	read	mapping	using	processing-in-memory	
technologies,”	Kim	et	al.,	APBC	2018	and	BMC	Genomics.
3. “GenASM:	A	Low-Power,	Memory-Efficient	Approximate	String	Matching Acceleration	
Framework	for	Genome	Sequence	Analysis,”	Senol et	al.,	MICRO	2020.	
4. “Apollo:	A	Sequencing-Technology-Independent,	Scalable,	and	Accurate	Assembly	Polishing	
Algorithm,”	Firtina et	al.,	Bioinformatics	Journal	2020.
5. “Nanopore	Sequencing	Technology	and	Tools:	Computational	Analysis	of	the	Current	State,	
Bottlenecks	and	Future	Directions,”	Senol et	al.,	BIB	2018.
6. “LEAP:	A	Generalization	of	the	Landau-Vishkin Algorithm	with	Custom	Gap	Penalties,”	Xin	et	
al.,	RECOMB-Seq	2017.

SSD	Fair	Scheduling
1. "FLIN:	Enabling	Fairness	and	Enhancing	Performance	in	Modern	NVMe Solid	State	Drives,”	
Tavakkol et	al.,	ISCA	2018.
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