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Abstract

Improvements in main memory storage density are primarily driven by process technology
shrinkage (i.e., technology scaling), which negatively impacts reliability by exacerbating var-
ious circuit-level error mechanisms. To compensate for growing error rates, both memory
manufacturers and consumers develop and incorporate error-mitigation mechanisms that im-
prove manufacturing yield and allow system designers to meet reliability targets. Developing
eective error mitigation techniques requires understanding the errors’ characteristics (e.g.,
worst-case behavior, statistical properties). Unfortunately, we observe that proprietary on-die
Error-Correcting Codes (ECC) used in modern memory chips introduce new challenges to ef-
cient error mitigation by obfuscating CPU-visible error characteristics in an unpredictable,
ECC-dependent manner.

In this dissertation, we experimentally study memory errors, examine how on-die ECC
obfuscates their statistical characteristics, and develop new testing techniques to overcome
the obfuscation through four key steps. First, we experimentally study DRAM data-retention
error characteristics to understand the challenges inherent in understanding and mitigating
memory errors that are related to technology scaling. Second, we study how on-die ECC aects
these characteristics to develop Error Inference (EIN), a new statistical inference methodology
for inferring key details of the on-die ECC mechanism and the raw errors that it obfuscates.
Third, we examine the on-die ECC mechanism in detail to understand exactly how on-die
ECC obfuscates raw bit error patterns. Using this knowledge, we introduce Bit Exact ECC
Recovery (BEER), a new testing methodology that exploits uncorrectable error patterns to
(1) reverse-engineer the exact on-die ECC implementation used in a given memory chip and
(2) identify the bit-exact locations of the raw bit errors responsible for a set of errors that
are observed after on-die ECC correction. Fourth, we study how on-die ECC impacts error
proling and show that on-die ECC introduces three key challenges that negatively impact
proling practicality and eectiveness. To overcome these challenges, we introduce Hybrid
Active-Reactive Proling (HARP), a new error proling strategy that uses simplemodications
to the on-die ECCmechanism to quickly and eectively identify bits at risk of error. Finally, we
conclude by discussing the critical need for transparency in DRAM reliability characteristics
in order to enable DRAM consumers to better understand and adapt commodity DRAM chips
to their system-specic needs.

This dissertation builds a detailed understanding of how on-die ECC obfuscates the statis-
tical properties of main memory error mechanisms using a combination of real-chip experi-
ments and statistical analyses. Our results show that the error characteristics that on-die ECC
obfuscates can be recovered using new memory testing techniques that exploit the interac-
tion between on-die ECC and the statistical characteristics of memory error mechanisms to
expose physical cell behavior.We hope and believe that the analysis, techniques, and results we
present in this dissertation will enable the community to better understand and tackle current
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and future reliability challenges as well as adapt commodity memory to new advantageous
applications.
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Zusammenfassung

Verbesserungen in der Arbeitsspeicherdichte werden in erster Linie durch die Minia-
turisierung der Prozesstechnologie (d.h. Technologieskalierung) vorangetrieben. Diese
Verkleinerung wirkt sich jedoch negativ auf die Zuverlässigkeit aus, da sie verschiedene
Fehlerarten auf Schaltkreisebene verstärkt. Um diesen steigenden Fehlerraten entgegen-
zuwirken, entwickeln sowohl die Speicherhersteller als auch die Verbraucher Fehlermin-
derungstechniken, die die Fertigungsausbeute verbessern und es den Systementwicklern
ermöglichen, ihre Zuverlässigkeitsziele zu erreichen. Die Entwicklung von eektiven Fehler-
minderungstechniken erfordert jedoch ein genaues Verständnis der Fehlereigenschaften (z.
B. Worst-Case-Verhalten, statistische Eigenschaften). Leider stellen wir fest, dass die in mod-
ernen Speicherchips eingesetzten proprietären On-Die Error-Correcting Codes (ECC) die
Fehlereigenschaften auf unvorhersehbare und ECC-abhängige Weise verschleiern und somit
eziente Fehlerminderung erschweren.

In dieser Dissertation untersuchen wir Speicherfehler experimentell und betrachten, wie
On-Die ECC ihre statistischen Eigenschaften verschleiert und entwickeln neue Testverfahren,
um diese Verschleierung in vier Schritten zu überwinden. Um die Herausforderungen zu ver-
stehen, die mit der Miniaturisierung zusammenhängen, untersuchen wir zunächst die DRAM-
Datenerhaltungsfehlereigenschaften experimentell. Zweitens untersuchen wir, wie sich On-
Die ECC auf diese Eigenschaften auswirkt und entwickeln Error Inference (EIN), eine neue
statistische Inferenzmethode, mit der sich wichtige Details des On-Die ECC-Mechanismus und
der von ihm verschleierten Bit-Fehler ableiten lassen. Drittens untersuchen wir den On-Die-
ECC-Mechanismus, um zu verstehen, wie er Bit-Fehlermuster verschleiert. Mit diesemWissen
stellen wir Bit Exact ECC Recovery (BEER) vor, eine neue Testmethode, die unkorrigierbare
Fehlermuster ausnutzt, um (1) die exakte On-Die ECC-Implementierung eines Speicherchips
und (2) die genauen Stellen der Bitfehler zu bestimmen. Viertens untersuchen wir, wie On-
Die ECC sich auf die Fehlerprolierung auswirkt, und zeigen, dass On-Die ECC drei zentrale
Herausforderungen birgt, die sich negativ auf die Praktikabilität und Eektivität der Proler-
stellung auswirken. Zur Überwindung dieser Herausforderungen, führen wir Hybrid Active-
Reactive Proling (HARP) ein, eine neue Fehlerprolierungsstrategie, die einfache Modika-
tionen am On-Die ECC-Mechanismus nutzt, um schnell und eektiv fehlergefährdete Bits
zu identizieren. Abschließend erörtern wir die kritische Notwendigkeit von Transparenz
bei DRAM-Zuverlässigkeitsmerkmalen, um es DRAM-Kunden zu erlauben, handelsübliche
DRAM-Chips besser zu verstehen und an ihre systemspezischen Anforderungen anzupassen.

In dieser Dissertation wird ein detailliertes Verständnis entwickelt, wie On-Die-ECC die
statistischen Eigenschaften von Arbeitsspeicherfehlern verschleiert, wozu wir Experimente
auf echten Chips mit statistischen Analysen kombinieren. Unsere Ergebnisse zeigen, dass
die Fehlercharakteristiken, die durch On-Die ECC verschleiert werden, mit unseren neuen
Speichertesttechniken wiederhergestellt werden können. Wir hoen und glauben, dass die
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Analyse, die Techniken und die Ergebnisse dieser Dissertation es Entwicklern erlauben wird,
Zuverlässigkeitsprobleme besser zu verstehen und zu bewältigen sowie mit handelsüblichem
Arbeitsspeicher neue, vorteilhafte Anwendungen zu erschliessen.

viii



Contents

Acknowledgments iii

Abstract v

Zusammenfassung vii

List of Figures xiv

List of Tables xvii

1 Introduction 1
1.1 Problem Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Solution Direction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Thesis Statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4 Our Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4.1 Understanding DRAM Data-Retention Error Proling . . . . . . . . . 6
1.4.2 Inferring On-Die ECC and Raw Error Characteristics . . . . . . . . . . 7
1.4.3 Determining On-Die ECC Implementation Details . . . . . . . . . . . 8
1.4.4 Enabling Error Proling in Memory That Uses On-Die ECC . . . . . . 8
1.4.5 Advocating for Transparent DRAM Reliability Characteristics . . . . . 9

1.5 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2 Background 13
2.1 DRAM Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.1.1 DRAM Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.2 DRAM Addressing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 DRAM Operation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.1.4 Violating Recommended Timings . . . . . . . . . . . . . . . . . . . . . 19

2.2 DRAM Errors and Failure Modes . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.1 Reliability-Related Terminology . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Key DRAM Failure Modes . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.3 Manufacturing-Time Faults . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2.4 Operational Failures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.5 DRAM Data Retention Errors . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.6 DRAM Access Timing Violations . . . . . . . . . . . . . . . . . . . . . 24
2.2.7 RowHammer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

ix



CONTENTS x

2.3 Memory Error-Mitigation Mechanisms . . . . . . . . . . . . . . . . . . . . . . 26
2.3.1 Row and Column Sparing . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.2 On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3.3 Rank-Level ECC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.3.4 Repair Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.3.5 Fault-Specic Error Mitigations . . . . . . . . . . . . . . . . . . . . . . 30
2.3.6 Software-Driven Error-Mitigation Techniques . . . . . . . . . . . . . . 31

2.4 Overview of Block Coding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.4.1 Block Error-Correction Codes . . . . . . . . . . . . . . . . . . . . . . . 32
2.4.2 On-Die ECC and Hamming Codes . . . . . . . . . . . . . . . . . . . . 33

2.5 Boolean Satisability (SAT) Solvers . . . . . . . . . . . . . . . . . . . . . . . . 34
2.6 Summary and Further Reading . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 Related Work 36
3.1 Studying and Improving On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . 36

3.1.1 Reverse-Engineering ECC Mechanisms . . . . . . . . . . . . . . . . . . 36
3.1.2 Rearchitecting On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . . 37

3.2 Error Proling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.1 DRAM Data-Retention Error Proling . . . . . . . . . . . . . . . . . . 37
3.2.2 Proling for Other Error Mechanisms . . . . . . . . . . . . . . . . . . 39

3.3 Experimental Studies of Memory Devices . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 Studies of DRAM Chips . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.3.2 Studies of Other Memory Devices . . . . . . . . . . . . . . . . . . . . . 40

4 Reach Proling for DRAM Data Retention Errors 41
4.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

4.1.1 Motivation: Need for Ecient Error Proling . . . . . . . . . . . . . . 42
4.1.2 Overview of Experimental Studies . . . . . . . . . . . . . . . . . . . . 42
4.1.3 Overview of Reach Proling . . . . . . . . . . . . . . . . . . . . . . . . 43

4.2 Experimental Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3 LPDDR4 Data-Retention Error Characterization . . . . . . . . . . . . . . . . . 44

4.3.1 Temperature Dependence . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.3.2 Aggregate Retention Time Distributions . . . . . . . . . . . . . . . . . 45
4.3.3 Variable Retention Time Eects . . . . . . . . . . . . . . . . . . . . . . 45
4.3.4 Data Pattern Dependence Eects . . . . . . . . . . . . . . . . . . . . . 47
4.3.5 Individual Cell Failure Probability . . . . . . . . . . . . . . . . . . . . . 48

4.4 Reach Proling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.4.1 Desirable Reach Conditions . . . . . . . . . . . . . . . . . . . . . . . . 52
4.4.2 Online Proling Frequency . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4.3 Enabling Reliable Relaxed-Refresh Operation . . . . . . . . . . . . . . 58

4.5 REAPER: Example End-to-End Implementation . . . . . . . . . . . . . . . . . 59
4.5.1 REAPER Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.5.2 Evaluation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.5.3 Performance and Energy Evaluation . . . . . . . . . . . . . . . . . . . 62

4.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67



CONTENTS xi

5 EIN: Understanding and Modeling DRAM On-Die ECC 69
5.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.1.1 Motivation: On-Die ECC’s Impact on Studies . . . . . . . . . . . . . . 70
5.1.2 Overview of Error Inference (EIN) . . . . . . . . . . . . . . . . . . . . 71
5.1.3 Applicability of EIN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.4 Example Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1.5 Applicability to Future Devices . . . . . . . . . . . . . . . . . . . . . . 74

5.2 Statistically Modeling DRAM and ECC . . . . . . . . . . . . . . . . . . . . . . 74
5.2.1 Statistically Modeling Error Correction Codes . . . . . . . . . . . . . . 74
5.2.2 Experimental Observables . . . . . . . . . . . . . . . . . . . . . . . . . 75
5.2.3 Statistically Modeling DRAM Errors . . . . . . . . . . . . . . . . . . . 76
5.2.4 Inferring the Model Parameters . . . . . . . . . . . . . . . . . . . . . . 77

5.3 Simulation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.1 EINSim High-Level Architecture . . . . . . . . . . . . . . . . . . . . . 80
5.3.2 EINSim Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3.3 Applying EINSim to Experimental Data . . . . . . . . . . . . . . . . . 81
5.3.4 Inferring the Model Parameters . . . . . . . . . . . . . . . . . . . . . . 82
5.3.5 Inference Accuracy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.3.6 Applying EIN to Other Systems . . . . . . . . . . . . . . . . . . . . . . 82
5.3.7 Applying EIN to Data from Prior Studies . . . . . . . . . . . . . . . . . 82
5.3.8 Limitations of EIN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

5.4 Experimental Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5 Experimentally Inferring On-Die ECC

and Pre-Correction Error Rates Using EIN . . . . . . . . . . . . . . . . . . . . 84
5.5.1 Validating Uniform-Random Retention Errors . . . . . . . . . . . . . . 84
5.5.2 Determining the True-/Anti-Cell Layout . . . . . . . . . . . . . . . . . 85
5.5.3 Applying EIN to DRAM with On-Die ECC . . . . . . . . . . . . . . . . 86

5.6 Data-Retention Error Characterization
of DRAM Devices with On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . . 89
5.6.1 Data-Retention Error Rate vs. Refresh Window . . . . . . . . . . . . . 89
5.6.2 Data-Retention Error Rate vs. Temperature . . . . . . . . . . . . . . . 90

5.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6 BEER: Identifying the On-Die ECC Function 93
6.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

6.1.1 Motivation: On-Die ECC Obfuscates Errors . . . . . . . . . . . . . . . 94
6.1.2 Mechanism: Bit-Exact ECC Recovery (BEER) . . . . . . . . . . . . . . 96

6.2 Challenges of Unknown On-Die ECCs . . . . . . . . . . . . . . . . . . . . . . . 97
6.2.1 Secrecy Concerning On-Die ECC . . . . . . . . . . . . . . . . . . . . . 97
6.2.2 On-Die ECC’s Impact on Third Parties . . . . . . . . . . . . . . . . . . 98

6.3 Determining the ECC Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.3.1 Disambiguating Linear Block Codes . . . . . . . . . . . . . . . . . . . 100
6.3.2 Determining the On-Die ECC Function . . . . . . . . . . . . . . . . . . 101

6.4 Bit-Exact Error Recovery (BEER) . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.4.1 Step 1: Inducing Miscorrections . . . . . . . . . . . . . . . . . . . . . . 106
6.4.2 Step 2: Analyzing Post-Correction Errors . . . . . . . . . . . . . . . . . 109



CONTENTS xii

6.4.3 Step 3: Solving for the ECC Function . . . . . . . . . . . . . . . . . . . 110
6.4.4 Requirements and Limitations . . . . . . . . . . . . . . . . . . . . . . . 111

6.5 BEER Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.5.1 Simulation-Based Correctness Evaluation . . . . . . . . . . . . . . . . 112
6.5.2 Real-System Performance Evaluation . . . . . . . . . . . . . . . . . . . 113
6.5.3 Analytical Experiment Runtime Analysis . . . . . . . . . . . . . . . . . 114

6.6 Example Practical Use-Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.6.1 BEEP: Proling for Raw Bit Errors . . . . . . . . . . . . . . . . . . . . 115
6.6.2 Other Use-Cases that Benet from BEER . . . . . . . . . . . . . . . . . 119

6.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7 HARP: Proling Memory Chips with On-Die ECC 122
7.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

7.1.1 Motivation: Understanding and Overcoming Proling Challenges In-
troduced by On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . . . . 124

7.1.2 Mechanism: Hybrid Active-Reactive Proling (HARP) . . . . . . . . . 125
7.2 Formalizing Error Proling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

7.2.1 Practical and Eective Error Proling . . . . . . . . . . . . . . . . . . . 127
7.2.2 Errors and Error Models . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.2.3 Representing the Probability of Error . . . . . . . . . . . . . . . . . . . 129
7.2.4 Incorporating On-Die ECC . . . . . . . . . . . . . . . . . . . . . . . . . 129

7.3 On-Die ECC’s Impact on Proling . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.3.1 Challenge 1: Combinatorial Explosion . . . . . . . . . . . . . . . . . . 131
7.3.2 Challenge 2: Proling without Feedback . . . . . . . . . . . . . . . . . 132
7.3.3 Challenge 3: Multi-Bit Data Patterns . . . . . . . . . . . . . . . . . . . 132

7.4 Addressing the Three Challenges . . . . . . . . . . . . . . . . . . . . . . . . . 133
7.4.1 Necessary Amount of Transparency . . . . . . . . . . . . . . . . . . . 133
7.4.2 Exposing Direct Errors to the Proler . . . . . . . . . . . . . . . . . . . 134
7.4.3 Applicability to Other Systems . . . . . . . . . . . . . . . . . . . . . . 135

7.5 Hybrid Active-Reactive Proling . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.5.1 HARP Design Overview . . . . . . . . . . . . . . . . . . . . . . . . . . 135
7.5.2 Active Proling Implementation . . . . . . . . . . . . . . . . . . . . . 136
7.5.3 Reactive Proling Implementation . . . . . . . . . . . . . . . . . . . . 136
7.5.4 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

7.6 Evaluations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.6.1 Evaluation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.6.2 Active Phase Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 140
7.6.3 Reactive Phase Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . 142
7.6.4 Case Study: DRAM Data Retention . . . . . . . . . . . . . . . . . . . . 144

7.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146

8 A Case For Transparent Reliability in DRAM Systems 147
8.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

8.1.1 Motivation: The Need for Adaptability . . . . . . . . . . . . . . . . . . 149
8.2 The System Designer’s Challenge . . . . . . . . . . . . . . . . . . . . . . . . . 152

8.2.1 Benets for DRAM Consumers . . . . . . . . . . . . . . . . . . . . . . 153
8.2.2 Benets for DRAM Manufacturers . . . . . . . . . . . . . . . . . . . . 157



CONTENTS xiii

8.2.3 Short-Term vs. Long-Term Solutions . . . . . . . . . . . . . . . . . . . 157
8.3 Quantitatively Measuring Reliability . . . . . . . . . . . . . . . . . . . . . . . . 158

8.3.1 Information Flow During Testing . . . . . . . . . . . . . . . . . . . . . 158
8.3.2 Access to Modeling and Testing Information . . . . . . . . . . . . . . . 160

8.4 Study 1: Improving Memory Reliability . . . . . . . . . . . . . . . . . . . . . . 161
8.4.1 Adapting Commodity DRAM Chips . . . . . . . . . . . . . . . . . . . . 161
8.4.2 Lack of Transparency in Commodity DRAM . . . . . . . . . . . . . . . 162

8.5 Study 2: DRAM Refresh Overheads . . . . . . . . . . . . . . . . . . . . . . . . 163
8.5.1 Adapting Commodity DRAM Chips . . . . . . . . . . . . . . . . . . . . 163
8.5.2 Lack of Transparency in Commodity DRAM . . . . . . . . . . . . . . . 163

8.6 Study 3: Long DRAM Access Latency . . . . . . . . . . . . . . . . . . . . . . . 164
8.6.1 Adapting Commodity DRAM Chips . . . . . . . . . . . . . . . . . . . . 164
8.6.2 Lack of Transparency in Commodity DRAM . . . . . . . . . . . . . . . 165

8.7 Study 4: RowHammer Mitigation . . . . . . . . . . . . . . . . . . . . . . . . . 165
8.7.1 Adapting Commodity DRAM Chips . . . . . . . . . . . . . . . . . . . . 166
8.7.2 Lack of Transparency in Commodity DRAM . . . . . . . . . . . . . . . 166

8.8 Current DRAM Standards as the Problem . . . . . . . . . . . . . . . . . . . . . 167
8.8.1 The Problem of Information Unavailability . . . . . . . . . . . . . . . . 167
8.8.2 Limitations of DRAM Standards . . . . . . . . . . . . . . . . . . . . . . 168

8.9 DRAM Standards as the Solution . . . . . . . . . . . . . . . . . . . . . . . . . . 169
8.9.1 Choosing Information to Release . . . . . . . . . . . . . . . . . . . . . 169
8.9.2 Choosing When to Release the Information . . . . . . . . . . . . . . . 172
8.9.3 Alternative Futures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

8.10 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
Appendix 8.A DRAM Trends Survey . . . . . . . . . . . . . . . . . . . . . . . . . . 174

8.A.1 DRAM Access Timing Trends . . . . . . . . . . . . . . . . . . . . . . . 174
8.A.2 Current Consumption Trends . . . . . . . . . . . . . . . . . . . . . . . 176
8.A.3 Relationship Between Timings and Currents . . . . . . . . . . . . . . . 178
8.A.4 DRAM Refresh Timing Trends . . . . . . . . . . . . . . . . . . . . . . 178

Appendix 8.B Survey Data Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . 182

Survey Sources 183

9 Conclusions and Future Directions 188
9.1 Future Research Directions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

9.1.1 Extending the Proposed Techniques . . . . . . . . . . . . . . . . . . . 190
9.1.2 Leveraging the New-Found Visibility into Error Characteristics . . . . 192
9.1.3 Alternative Error Mitigation Designs . . . . . . . . . . . . . . . . . . . 193
9.1.4 Improving Transparency into DRAM Reliability and Operation . . . . 194

9.2 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

A Other Works of the Author 195

Bibliography 198



List of Figures

1.1 Error-mitigation mechanisms used to address dierent ranges of raw bit error
rates (RBERs). Reproduced from prior work [321, 434]. . . . . . . . . . . . . . . 2

1.2 Block diagram of a typical system that uses a memory device with on-die ECC. 3

2.1 Overview of a DRAM cell and the two dierent charge encoding conventions. 14
2.2 Two-dimensional grid of DRAM cells organized as a DRAM mat. . . . . . . . . 14
2.3 DRAMmats organized in a two-dimensional array to form a DRAM bank, and

banks connected by common I/O logic to form a DRAM chip. . . . . . . . . . . 15
2.4 Multiple DRAM chips organized to form two ranks that in turn communicate

over the same 64-bit channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.5 Core DRAM access timings for the ACT, column access (i.e., RD and WR), and

PRE commands. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 Major DRAM cell charge leakage paths illustrated in a cross-sectional view of

a DRAM cell, showing the bitline (BL), access transistor gate (G), and storage
capacitor (DT). Image taken from [342]. . . . . . . . . . . . . . . . . . . . . . . 23

2.7 Memory controller interfacing with a memory chip that uses on-die ECC. . . . 27
2.8 Expected amount of wasted storage capacity when repairing single-bit errors

at various repair granularities. . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.9 Interfacing a memory chip that uses on-die ECC. . . . . . . . . . . . . . . . . . 33

4.1 Retention failure rates for dierent refresh intervals. Cells are categorized as
unique, repeat, or non-repeat based on whether or not they are observed at the
given interval and at lower refresh intervals. . . . . . . . . . . . . . . . . . . . 45

4.2 Number of failing cells discovered using brute-force proling at a refresh in-
terval of 2048ms at 45◦C ambient temperature using a single representative
chip (from Vendor B). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 Steady-state failure accumulation rates vs. refresh interval for 368 chips across
the three DRAM vendors at 45◦C. The best-t curve for each vendor is shown
in black. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

4.4 Coverage of unique retention failures discovered by dierent data patterns us-
ing brute-force proling across 800 iterations spanning 6 days. . . . . . . . . . 48

4.5 (a) Individual cells fail with a normally-distributed cumulative distribution
function with respect to refresh interval (CDF means are normalized to
x = 0.00s) and (b) their standard deviations follow a lognormal distribution
(right). This data is taken from a single representative chip of Vendor B at
40◦C and base refresh intervals ranging from 64ms to 4096ms. . . . . . . . . . 49

xiv



LIST OF FIGURES xv

4.6 Distributions of individual cells’ normal distribution parameters (`, 𝜎) over
dierent temperatures taken from a representative chip from Vendor B. We
see that both distributions shift left with increasing temperature, which means
that an increase in temperature causes individual cells to both fail at a lower
refresh interval and also exhibit a narrower failure probability distribution. . . 50

4.7 Eect of manipulating temperature/refresh interval on the combined normal
distribution of failing cells from a representative chip from Vendor B. Dashed
regions represent the combined standard deviation and the central line repre-
sents the combined mean for each tested temperature. . . . . . . . . . . . . . . 51

4.8 Failure coverage (top) and false positive rates (bottom) as a result of dierent
choices of reach proling conditions for a representative chip from Vendor B.
Contours represent coverage (top) and false positive rate (bottom) obtained
relative to brute-force proling at (x, y) = (0.00, 0). . . . . . . . . . . . . . . . 54

4.9 Proling runtime as a result of dierent choices of reach conditions for a rep-
resentative chip from Vendor B. Contours represent proling runtime relative
to brute-force proling at (x, y) = (0.00, 0). . . . . . . . . . . . . . . . . . . . . 55

4.10 Total system time spent proling with REAPER and brute-force proling for
dierent online proling intervals using 32 DRAM chips, for dierent chip sizes. 63

4.11 DRAM power consumption of REAPER and brute-force proling for dierent
online proling intervals using 32 DRAM chips, for dierent chip sizes . . . . 64

4.12 Simulated end-to-end system performance improvement (top) and DRAM
power reduction (bottom) over 20 heterogeneous 4-core workloads for dier-
ent refresh intervals at 45◦C, taking into account online proling frequency
and proling overhead. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

5.1 Observed vs. pre-correction data-retention bit error rate (BER) for various ECC
schemes (color) and no ECC (black) assuming 256 data bits writtenwith RANDOM
data (simulated). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2 Illustration of an on-die ECC mechanism implementing an (𝑛, 𝑘, 𝑑) binary
block code. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3 High-level block diagram showing the logical ow of data through the dierent
components in our simulator. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

5.4 Expected and experimental probabilities of observing an 𝑋 -bit error in a 256-
bit word for a representative DRAM device without on-die ECC at 𝒕𝑹𝑬𝑭𝑾 =
20s and 60◦C. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.5 A DRAM bank comprises groups of 824 or 400 rows with alternating true- and
anti-cells per group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.6 Histogram of the number of rows with outlier true-/anti-cell layouts per bank
across all banks of all DRAM devices with on-die ECC (NB: negative-binomial). 86

5.7 Likelihoods of eight dierent ECC schemes across two dierent data patterns,
where each likelihood is individually maximized over the model parameter \ . 87

5.8 Full PMF for each model considered in Figure 5.7. . . . . . . . . . . . . . . . . 88
5.9 Comparison of data-retention error rates measured using devices with and

without on-die ECC, including the inferred pre-correction error rates for de-
vices with on-die ECC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89



LIST OF FIGURES xvi

5.10 Data-retention error rates of a single representative device with 𝒕𝑹𝑬𝑭𝑾 =
10s across dierent temperatures, showing error rates: i) measured (post-
correction), ii) inferred (pre-correction), and iii) hypothetical post-correction
assuming a (144, 128, 5) ECC scheme. . . . . . . . . . . . . . . . . . . . . . . . 91

6.1 Relative error probabilities in dierent bit positions for dierent ECC functions
with uniform-randomly distributed pre-correction (i.e., raw) bit errors. . . . . 95

6.2 Errors observed in a single representative chip from each manufacturer using
the 1-CHARGED test patterns, showing that manufacturers appear to use dier-
ent ECC functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

6.3 Relative probability of observing a miscorrection in each bit position aggre-
gated across all 1-CHARGED test patterns for a representative chip of manufac-
turer B. The dashed line shows a threshold lter separating zero and nonzero
values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

6.4 Number of ECC functions that match miscorrection proles created using dif-
ferent test patterns. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

6.5 Measured BEER runtime (left y-axis) and memory usage (right y-axis) for dif-
ferent ECC codeword lengths. . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

6.6 Example of running BEEP on a single 136-bit ECC codeword to identify loca-
tions of pre-correction errors. . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

6.7 BEEP success rate for 1 vs. 2 passes and dierent codeword lengths and num-
bers of errors injected. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

6.8 BEEP success rate for dierent single-bit error probabilities using dierent
ECC codeword lengths for dierent numbers of errors injected in the code-
word. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119

7.1 High-level block diagram of a system that uses a repair mechanism with a
memory chip that uses on-die ECC. . . . . . . . . . . . . . . . . . . . . . . . . 124

7.2 Distribution of each at-risk bit’s error probability before and after application
of on-die ECC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

7.3 Block diagram summarizing the error-mitigation resources (in blue) of a
HARP-enabled system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135

7.4 Coverage of bits at risk of direct errors. . . . . . . . . . . . . . . . . . . . . . . 140
7.5 Distribution of the number of proling rounds required to identify the rst

direct error across all simulated ECC words. . . . . . . . . . . . . . . . . . . . 141
7.6 Coverage of bits at risk of indirect errors. . . . . . . . . . . . . . . . . . . . . . 142
7.7 Maximum number of simultaneous post-correction errors possible given all

at-risk bits missed after 128 rounds of proling. . . . . . . . . . . . . . . . . . 143
7.8 Data-retention bit error rate (BER) using an ideal repair mechanism before

(left) and after (right) applying the secondary ECC. . . . . . . . . . . . . . . . 145

8.2 Flow of information necessary to determine key error characteristics for a
given DRAM device. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159



List of Tables

2.1 Survey of prevalent memory repair mechanisms. . . . . . . . . . . . . . . . . . 29

4.1 Tolerable RBER and tolerable number of bit errors for UBER = 10−15 across
dierent ECC strengths for selected DRAM sizes . . . . . . . . . . . . . . . . . 57

4.2 Evaluated system conguration . . . . . . . . . . . . . . . . . . . . . . . . . . 61

5.1 Experimental and simulation setup for reverse-engineering the ECC scheme
used in the tested devices. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.2 Details of the ve highest-likelihood models (shown in Figure 5.7) and their
raw likelihood values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

6.1 Possible data-retention error patterns, their syndromes, and their outcomes for
the codeword of Equation 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

6.2 Example miscorrection prole for the ECC function given in Equation 2.1. . . 107

7.1 On-die ECC amplies a few bits at risk of pre-correction errors into exponen-
tially many bits at risk of post-correction errors. . . . . . . . . . . . . . . . . . 132

8.1 Information needed by each of the four RowHammer-mitigation strategies. . . 166
8.2 Basic DRAM chip design characteristics that are typically assumed or inferred

for experimental studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
8.3 Testing parameters that are typically assumed or inferred during experimental

studies. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
8.4 Examples of key test results and error models from prior works that study

and/or optimize commodity DRAM. . . . . . . . . . . . . . . . . . . . . . . . . 171
8.5 List of DRAM chip datasheets used in our DRAM trends survey. . . . . . . . . 182

xvii



Chapter 1

Introduction

Memory has been an integral component of computing systems for over half a century [9] and
has evolved alongside the rest of the system to achieve high capacity, performance, reliability,
and energy-eciency at low cost. In particular, dynamic random access memory (DRAM), rst
introduced by Robert Dennard at IBM in the late 1960s [9,132,133,387,439], has served as the
de-facto standard main memory technology across a broad range of computing systems for
decades. This is primarily due to its large, reliable storage capacity at low cost relative to other
memory technologies (e.g., SRAM, Flash) [202, 395, 420, 421].

To remain competitive within the memory market while satisfying growing demands
brought about by continual advancements in computing systems, DRAM manufacturers have
relentlessly pursued improvements in storage density and bandwidth while minimizing the
overall cost-per-bit. Manufacturers have achieved this through improving both their circuit
designs andmanufacturing processes (e.g., process technology scaling), enabling denser, faster
memory devices [9, 105, 276, 384].

Unfortunately, these improvements exacerbate various unwanted circuit-level phenom-
ena (e.g., charge leakage) that can lead to errors, i.e., memory cells that do not store data cor-
rectly [105, 176, 369, 420, 434]. Therefore, as manufacturers continue to improve DRAM tech-
nology, they face growing error rates that threaten both (1) DRAMmanufacturers’ own device
reliability and factory yield [88,151,276,405,461,538]; and (2) system designers’ ability to build
robust systems that their customers can rely upon [297, 312, 397, 435, 538].

To compensate for these errors, DRAM manufacturers incorporate error-mitigation mech-

anisms, which are circuits designed to prevent memory errors from causing software-visible
bit ips. DRAM manufacturers choose error-mitigation mechanisms that are appropriate for
the types of errors that need to be dealt with, e.g., depending on when and how the errors
occur. Figure 1.1 illustrates dierent error-mitigation mechanisms that are typically used to

1
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address dierent ranges of raw bit error rates (RBERs), i.e., the proportion of cells that exhibit
errors before mitigation.

Raw Bit Error Rate (RBER)
10-14 10-12 10-10 10-8 10-6 10-4

No Mitigation 
Necessary

Row/Column
Sparing

Single-Error 
Correction

Advanced
Solutions

Figure 1.1: Error-mitigation mechanisms used to address dierent ranges of raw bit error
rates (RBERs). Reproduced from prior work [321,434].

Error rates below ≈ 10−12 are generally considered to be safe for normal operation and
do not require mitigation [321, 434]. Relatively low error rates up to 10−8 are addressed using
row and column sparing, where memory designers provision extra rows and/or columns of
storage cells at design-time to serve as replacements for other rows and columns that contain
erroneous cells [212, 276, 384, 434, 538]. Higher error rates up to 10−6 may be treated using
single-error correcting (SEC) error-correcting codes (ECC) [116] (e.g., Hamming codes [193])
that can detect and correct a limited number of errors throughout the memory device. Finally,
even higher error rates of > 10−6 require more advanced error-mitigation solutions, such as
stronger, more complex ECC (e.g., BCH [69, 210] or RS [489] codes), ne-granularity repair
techniques [321, 366, 373, 434], or solutions that address specic types of errors (e.g., higher
refresh rates to address refresh- [370, 571] or RowHammer-related [30, 312, 426] errors). Sec-
tion 2.3 discusses error-mitigation mechanisms in greater detail.

Recently, DRAM manufacturers have begun using single-error correcting ECC (on-die
ECC) [276, 330, 331, 405, 447, 448] to manage increasingly prevalent single-bit errors, which
are generally the predominant type of error that manufacturers must contend with once their
process technology is mature [88,351,405,538]. On-die ECC operates entirely within the mem-
ory device to detect and correct errors, so its operations are invisible outside of the memory
device. Internally, on-die ECC subdivides the physical memory into ECC words (typically 64
or 128 bits wide [177, 229, 435]) and is capable of correcting one error within each word.

Figure 1.2 illustrates the high-level architecture of a system that uses a memory device
equipped with on-die ECC. Amemory controller within the processor interacts with the mem-
ory device over amemory bus. The memory controller issues read and write operations to load
and store data to the memory.Within the memory device, we see that the load and store opera-
tions rst interact with the on-die ECC logic, which then interacts with the physical data store
that is susceptible to errors. To perform error detection and correction, on-die ECC encodes the
data provided by the memory controller using an algorithm (e.g., Hamming encoding [193])
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such that a decoding algorithm (e.g., syndrome decoding [409,492]) can tell when one (or more,
given a more complex coding algorithm) error(s) have occurred.

On-Die 
ECC

Memory Device
Memory Bus

Read

Write Error-Prone
Data Store

Processor

Memory
Controller

Figure 1.2: Block diagram of a typical system that uses a memory device with on-die ECC.

In this way, on-die ECC enables DRAMmanufacturers to tolerate errors that are randomly
distributed throughout the memory device, providing consumers with the appearance of a
more reliable memory device without exposing the underlying reliability and error charac-
teristics of the memory chips. In particular, manufacturers can preserve acceptable manu-
facturing yield at relatively low cost (i.e., 6.25-12.5% storage capacity [177] with low area,
performance, and energy overheads [88, 276, 405]) using a simple single-error correcting ECC
today [253, 405]. However, because on-die ECC is a key tool for DRAM manufacturers to ma-
nipulate factory yield, it is inherently tied to protability and business interests [434]. There-
fore, DRAM manufacturers treat the details of on-die ECC and the error rates it masks as
proprietary, not disclosing them in publicly-available documentation (e.g., device datasheets).

1.1 Problem Discussion

Unfortunately, on-die ECC introduces new challenges for scientists and engineers (both re-
searchers and practitioners in the eld, in academia as well as industry) who need to under-
stand memory reliability characteristics in the course of their work. This is because on-die
ECC has a limited correction capability: although it can fully correct all single-bit error pat-
terns, its behavior, when faced with multi-bit error patterns (i.e., uncorrectable error patterns),
is undened based on the particular ECC function used inside a given memory chip to cor-
rect the errors [177, 258, 456, 538]. As a result, on-die ECC obfuscates raw error patterns (i.e.,
the pre-correction errors) into unpredictable, implementation-dependent error patterns after
on-die ECC correction (i.e., the post-correction errors).

Figure 1.2 explains why this is the case. Although the memory controller reads from and
writes to the memory device, it has no visibility into the encoded data that is stored into the
physical memory cells. Instead, it only has access to data that has already been modied by
the on-die ECCmechanism. Therefore, the memory controller is entirely unaware when errors
occur and/or are corrected by the on-die ECC logic. Similarly, when the on-die ECC logic faces
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uncorrectable errors, the memory controller simply receives the corrupted data returned by
the DRAM chip without any indication that the on-die ECC logic was unable to correct the
errors (if theywere even detected at all) or even exacerbated the total number of errors through
miscorrection [119, 258, 538]. As a result, the memory controller cannot easily reason about
the errors that it observes, even if the physical processes that cause the errors to begin with
(e.g., circuit-level models) are well understood.1

On-die ECC’s error-correction properties are desirable during normal operation when un-
correctable errors are infrequent. However, its obfuscation of raw error characteristics severely
impacts studies that seek to understand how errors occur in order to improve the system’s
overall robustness (e.g., in terms of reliability, performance, security, safety, etc). We identify
and discuss three concrete example consumer use-cases that are negatively impacted by the
use of on-die ECC.

System design. System designers who integrate commodity memory chips into their de-
signs must understand the chips’ reliability characteristics in order to create a system that
meets their own design goals. Unfortunately, on-die ECC alters the memory chip’s reliability
characteristics in a way that makes predicting the worst-case behavior dicult to anticipate:
when faced with an uncorrectable error pattern, on-die ECC may act to exacerbate the error
pattern into an even worse pattern, depending on the particular ECC function chosen by the
memory manufacturer [88,177,258,456,466,538]. This forces the system designer to make con-
servative assumptions about the worst-case reliability characteristics, often overprovisioning
their own designs relative to what would be necessary if on-die ECCwere not present [88,176].

Third-party test and qualication. Test and qualication engineers exercise various
operating conditions to determine whether a given memory chip satises design require-
ments [20,24,31,318,319]. If and when errors are observed, the engineer must often understand
(i.e., debug) why the error occurred, a process known as root-cause analysis [20, 52]. Unfortu-
nately, on-die ECC obfuscates the raw errors in a way that is opaque to the engineer. Upon
observing an error, the engineer cannot easily determine the underlying cause for the error
since the details of the error-correction process are contained within the memory chip and not
visible to the engineer.

Memory error characterization. Scientists monitor and/or deliberately induce memory
errors (e.g., by violating manufacturer-recommended operating timings [91,294–297,312,343,
346, 369, 550, 551], using extreme operating environments [35, 138, 168, 353, 554, 580], monitor-
ing large-scale systems [52, 54, 74, 397, 529]) to understand how errors behave across a broad

1Note that, even if the on-die ECC circuitry were not proprietary (i.e., its details were publicly known), the
memory controller would still lack the visibility into the on-die ECC mechanism’s error-correction process be-
cause the mechanism provides no feedback to the memory controller when errors are detected and/or corrected.
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range of operating conditions. This process is known as error characterization and is gener-
ally performed with the goal of developing models and insights that can be used to build
smarter systems and improve the technology itself. Unfortunately, on-die ECC conates the
technology-specic characteristics with the particular ECC circuitry used in a given memory
chip [467]. Therefore, the results of an error characterization study no longer reliably reect
properties of the memory technology alone and are dicult to put into context alongside re-
sults from a memory device that uses a dierent on-die ECC mechanism.

All three use-cases suer from the lack of transparency into DRAM error characteristics.
In each case, not being able to understand and reason about the observed behavior limits the
DRAM consumer’s ability to work with and improve upon DRAM chips that use on-die ECC.
In Chapter 8, we take this observation further and argue that the more general lack of trans-
parency into DRAM operation and reliability discourages system designers from innovating
upon the DRAM substrate and adapting commodity DRAM chips to the unique needs of their
particular systems.

The obfuscation that on-die ECC causes is expected toworsen as newermemory chips with
higher error rates incorporate even stronger error-mitigation mechanisms that, in turn, may
further obfuscate error characteristics. Thus, it is crucial to develop techniques that overcome
this problem not only for today’s DRAM chips that incorporate on-die ECC, but also other
memory technologies that are prevalent (e.g., NAND ash [74,75,78,401]) and emerging (e.g.,
phase-change memory [339–341, 358, 481, 598, 632], magnetoresistive memories [29, 110, 144,
217, 597]) that will, or already do, require similar error mitigations.

1.2 Solution Direction

In this dissertation, we seek to (1) understand how on-die ECC obfuscates the underlyingmem-
ory error characteristics; and (2) develop new testing techniques that scientists and engineers
can use to overcome the obfuscation.

1.3 Thesis Statement

Our approach is encompassed by the following thesis statement:

The error characteristics that on-die ECC obfuscates can be recovered using

new memory testing techniques that exploit the interaction between on-die

ECC and the statistical characteristics of memory error mechanisms to ex-

pose physical cell behavior, thereby enabling scientists and engineers tomake

informed decisions towards building smarter and more robust systems.
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1.4 Our Approach

To identify and address the challenges that on-die ECC introduces, we (i) introduce a series
of new testing techniques that enable scientists and engineers to make sense of the post-
correction error characteristics that are visible outside of the memory chip in terms of the
raw pre-correction errors that are hidden behind on-die ECC; and (ii) build a detailed under-
standing of how on-die ECC obfuscates raw error characteristics thorough a combination of
experimental and analytical studies. We briey review our newmechanisms and studies in the
remainder of this section.

1.4.1 Understanding DRAM Data-Retention Error Profiling

Volatile DRAM cell storage capacitors naturally lose charge over time, resulting in data loss
(i.e., data-retention errors) if the charge is not periodically restored (i.e., refreshed) [190, 191,
369].2 Unfortunately, periodically refreshing all DRAM cells (e.g., performed every 32 or 64 ms
for modern DRAM [246,249,250]) incurs signicant performance and energy overheads [370].
To overcome these overheads, prior works [165, 241, 278, 298, 300, 366, 370, 390, 434, 449, 468,
480, 571, 582] develop a variety of techniques to eliminate unnecessary refresh operations by
exploiting the observation that only a small subset of all cells actually require frequent re-
freshing.

However, identifying these few cells is a dicult problem known as data-retention error

proling. We observe that prior works generally rely on a slow and expensive approach to
proling that we refer to as brute-force proling. Brute-force proling consists of iteratively
writing data to DRAM, waiting for errors to occur, and reading the data back to identify pos-
sible errors. Unfortunately, this approach is too slow and is detrimental to system execution,
especially when proling may be continuously performed during run time.

To develop a faster, more ecient proling algorithm, we perform a thorough experimen-
tal data-retention error characterization study of 368 LPDDR4 DRAM chips from across three
major DRAM manufacturers. We closely examine how data-retention errors occur, both col-
lectively and at an individual cell granularity. Based on our study, we identify three keymetrics
that dene a complex tradeo space surrounding data-retention error proling: coverage, false
positive rate, and runtime. We show that making concessions in one or more dimensions can
enable benets in the others.

We use this principle to propose reach proling, a new proling algorithm that searches
for errors at a longer refresh interval and/or higher temperature relative to the desired oper-

2Section 2.2.5 discusses the relevant circuit-level error mechanisms in greater detail.
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ating conditions. In doing so, reach proling identies errors under conditions at which they
are more likely to be observed, thereby both coverage and runtime at the cost of identifying
false positives. Using experimental data, we show that our rst implementation of reach pro-
ling (called REAPER) can achieve on average of over 99% coverage with less than a 50% false
positive rate while running 2.5× faster than the brute-force algorithm by proling at 250 ms
above the target refresh interval. Furthermore, our end-to-end evaluations show that REAPER
enables signicant system performance and DRAM power improvements, outperforming the
brute-force approach and enabling larger reductions of the refresh overhead that were previ-
ously unreasonable to the proling overheads.

1.4.2 Inferring On-Die ECC and Raw Error Characteristics

To understand how on-die ECC impacts data-retention error characterization studies, we study
how the on-die ECC error correction process aects the statistical properties of data-retention
errors. These properties are well understood based on extensive experimental studies per-
formed throughout decades of literature [35, 138, 168, 190, 191, 199, 264, 265, 278, 282–285, 300,
305, 323, 327, 353, 369, 390, 466–468, 480, 491, 498, 526, 554, 571, 580, 589, 590]. Unfortunately, as
we show in this work, the errors observed after ECC correction no longer exhibit the expected
statistical characteristics but rather depend on the particular on-die ECC implementation used
in a given DRAM chip.

To better understand both on-die ECC and the raw error characteristics, we develop Error
Inference (EIN), a new statistical inference methodology capable of inferring details of both
aspects using only the processor-visible post-correction errors. EIN uses maximum a posteri-
ori (MAP) estimation over statistical models that we develop to represent ECC operation to: (1)
reverse-engineer the type and correction capability of on-die ECC; and (2) infer high-level sta-
tistical properties of the pre-correction errors (e.g., the raw bit error rate). As part of our work,
we develop and release EINSim [4], a exible open-source simulator that facilitates applying
EIN to a wide variety of DRAM devices and standards.

We evaluate EIN through the rst experimental data-retention error characterization study
of DRAM devices with on-die ECC in open literature. We test 232 (82) LPDDR4 devices with
(without) on-die ECC to demonstrate that EIN enables (1) reverse-engineering the type and
strength of the on-die ECC implementation, which we nd to be a single-error correcting
Hamming code with {136 code, 128 data} bits; (2) inferring pre-correction data-retention error
rates given only the post-correction errors; and (3) recovering the well-studied raw bit error
distributions that on-die ECC obfuscates.
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1.4.3 Determining On-Die ECC Implementation Details

To determine exactly how on-die ECC acts upon specic raw bit error patterns, we observe
that data-retention errors are data-dependent (i.e., they only occur in cells programmed with
specic data values). By programming specic cells to specic values, we can prevent those
cells from experiencing errors. We exploit this capability to develop a new testing methodol-
ogy, Bit-Exact Error Recovery (BEER), that systematically determines the exact mathematical
function used for a given on-die ECC implementation (i.e., its parity-check matrix) without
hardware tools, prerequisite knowledge about the DRAM chip or the on-die ECC mechanism,
or access to ECC metadata (e.g., error syndromes, parity information). BEER extracts this in-
formation by using carefully-crafted test patterns that reveal behavior unique to a given ECC
function when inducing data-retention errors.

We use BEER to identify the ECC functions of 80 real LPDDR4 DRAM chips that use on-die
ECC from across three major DRAM manufacturers. We then evaluate BEER’s correctness in
simulation and performance on a real system to show that BEER is both eective and practical
when applied to a wide range of ECC functions. To show that BEER is useful in various set-
tings, we introduce and discuss several concrete ways that DRAM consumers can use BEER to
improve upon their design and test practices. In particular, we introduce Bit-Exact Error Pro-
ling (BEEP), the rst error proling algorithm that uses the known on-die ECC function (e.g.,
via BEER) to recover the number and bit-exact locations of the unobservable raw bit errors
responsible for a given observed uncorrectable error pattern.

1.4.4 Enabling Error Profiling in Memory That Uses On-Die ECC

Eciently mitigating errors at high error rates (e.g., > 10−4) typically requires ne-grained
repair strategies that focusing error-mitigation resources only on those bits that are susceptible
to error (i.e., at-risk bits). However, these strategies require a fast and eective way to identify
the at-risk bits. Unfortunately, on-die ECC obfuscates how the memory controller perceives
errors, thereby complicating the process of identifying at-risk bits (i.e., error proling).

To understand how on-die ECC impacts error proling, we analytically study how on-
die ECC operations alter the system’s view of memory errors. Based on our study, we nd
that on-die ECC introduces statistical dependence between errors that occur in dierent bits
that would otherwise be uncorrelated. We observe that this dependence introduces three key
challenges for error proling: (1) a small set of probabilistic raw bit errors can give raise to a
combinatorially large set of at-risk bits; (2) because the proler cannot observe raw bit errors, it
wastes signicant testing time to explore various combinations of raw bit errors to determine
whether a given bit is at-risk; and (3) inducing worst-case testing conditions requires identify-
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ing complex multi-bit worst-case test patterns, which are signicantly harder to develop than
single-bit worst-case test patterns.

To address these three challenges, we introduce Hybrid Active-Reactive Proling (HARP),
a new bit-granularity error proling strategy that operates fromwithin the memory controller
to identify at-risk bits. HARP rapidly achieves high coverage by exploiting two key insights.
First, uncorrectable errors have two key sources: (1) raw bit errors that pass through on-die
ECC unmodied, referred to as direct errors; and (2) mistakenly “corrected” bits as a result
of implementation-dependent undened on-die ECC behavior, called indirect errors. Second,
the number of indirect errors can never exceed the correction capability of the on-die ECC
code. Therefore, the key idea of HARP is to separately identify bits that are at risk of direct
and indirect errors: with small modications to the on-die ECC logic, the memory controller
can exploit an on-die ECC read bypass path to quickly and eciently identify all bits at risk
of direct errors. Then, the memory controller can safely capture any remaining bits at risk of
indirect errors using a secondary ECC within the memory controller.

We evaluate HARP relative to two baseline proling strategies that rely only on post-
correction errors to identify at-risk bits. We nd that HARP achieves 99th percentile coverage
of at-risk bits in 20.6%/36.4%/52.9%/62.1% of the number of proling rounds required by the
best baseline strategy given 2/3/4/5 pre-correction errors. Based on our evaluations, we con-
clude that HARP eectively overcomes the three aforementioned proling challenges intro-
duced by the presence of on-die ECC.

1.4.5 Advocating for Transparent DRAM Reliability Characteristics

Finally, based on the insights we developed throughout our studies, we argue the importance
of having transparency into basic commodity DRAM reliability characteristics. We observe
that, although techniques exist for system designers to adapt commodity DRAM chips to their
systems’ particular performance, energy, reliability, security, etc. needs (e.g., by implementing
error-mitigation mechanisms [86, 98, 102, 260, 261, 301, 302, 385, 435, 470, 563, 584, 614], reduc-
ing refresh overheads [165, 241, 278, 282–285, 298, 300, 366, 370, 390, 434, 449, 468, 480, 571, 582],
optimizing access latency [89, 91, 197, 294, 326, 343, 346, 390, 586, 627]), implementing these
techniques requires knowing key information related to DRAM reliability (e.g., details of the
DRAM microarchitecture, testing best-practices). Unfortunately, this information is not avail-
able today through ocial channels. Therefore, system designers must rely on assuming or
inferring this information through unocial channels (e.g., reverse-engineering techniques),
which poses a serious barrier to practical adoption of such optimizations [285, 479, 504].

We substantiate this argument through four concrete case studies: (1) improving system-
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level memory reliability; (2) reducing DRAM refresh overheads; (2) improving the DRAM ac-
cess latency; and (3) implementing defense mechanisms against the RowHammer vulnerabil-
ity. In each study, we nd that implementing a solution based on previously-proposed mech-
anisms requires making restrictive, potentially incorrect assumptions about a given DRAM
chip. We identify DRAM standards as the root of the problem: current standards rigidly en-
force a xed operating point with no specications for how a system designer might explore
alternative operating points.

To overcome this problem, we introduce a two-step approach that reevaluates DRAM stan-
dards with a focus on transparency of reliability characteristics. In the short term, we ask for
information release through a combination of both (1) crowdsourced testing from DRAM con-
sumers; and (2) ocial information from DRAM manufacturers, possibly standardized by ex-
tensions to DRAM standards. In the long term, we propose extending DRAM standards with
explicit DRAM reliability standards that provide industry-standard guarantees, tools, and/or
information that enable DRAM consumers to perform their own reliability analyses and un-
derstand DRAM reliability at dierent operating points.

1.5 Contributions

This dissertation makes the following contributions:

1. We build a detailed understanding of how on-die ECC obfuscates the statistical charac-
teristics of main memory error mechanisms. To our knowledge, ours is the rst study to
explore this problem in detail. In doing so, we introduce new statistical models to repre-
sent how pre-correction errors are transformed by on-die ECC and draw new insights
concerning the challenges that on-die ECC introduces for understanding and mitigating
errors. Chapters 4–7 describe how we build this understanding through studying ba-
sic data-retention error characteristics and how on-die ECC aects those characteristics
from the perspective of the memory controller.

2. We perform the rst experimental characterization study of data-retention error char-
acteristics in LPDDR4 DRAM chips in order to understand the complex tradeos inher-
ent to data-retention error proling. Using the results of our study, we introduce and
evaluate reach proling, a new error proling strategy that improves coverage and per-
formance relative to prior data-retention error proling strategies. Chapter 4 describes
our experimental study and reach proling in detail.

3. We perform the rst experimental characterization study of DRAM chips with on-die
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ECC in order to understand how on-die ECC aects the memory controller’s perception
of data-retention errors. We show that on-die ECC obfuscates expected statistical char-
acteristics in a way that depends on the particular on-die ECC implementation. Based
on these observations, we introduce Error Inference (EIN), a new statistical inference
methodology for identifying key properties of the on-die ECC implementation (e.g., cor-
rection capability, word length) and pre-correction errors (e.g., error rate) by comparing
the post-correction errors’ expected and observed statistical characteristics. Chapter 5
describes our experimental study and EIN in detail.

4. We introduce BEER, the rst testing methodology that identies the full on-die ECC
function (i.e., its parity-check matrix) without requiring hardware tools, prerequisite
knowledge about the DRAM chip or on-die ECC mechanism, or access to ECC metadata
(e.g., error syndromes, parity information). We use BEER to identify the ECC functions
of real LPDDR4 DRAM chips and evaluate BEER both in simulation and on a real system
to show that it is practical and eective. Chapter 6 describes BEER and its evaluations
in detail.

5. We introduce BEEP, a newDRAMdata-retention error prolingmethodology that lever-
ages the information provided by BEER to infer the precise counts and bit-exact locations
of raw bit errors that are responsible for an observed uncorrectable error pattern. We
show that BEEP enables characterizing pre-correction error locations across dierent
ECC functions, codeword lengths, error patterns, and error rates. Chapter 6 describes
BEEP and its evaluations in detail.

6. We analytically study how on-die ECC aects the systems’ view of uncorrectable errors
in order to understand the eects that on-die ECC has on error proling. Based on our
study, we identify three key challenges that on-die ECC introduces for error proling
(discussed in detail in Chapter 7). We then introduce HARP, a new proling strategy that
overcomes the three challenges by leveraging the key insight that only a limited number
of at-risk bits need to be identied in order to guarantee that all remaining at-risk bits can
be safely identied. We evaluate HARP to show that it eectively overcomes the three
challenges as compared with existing proling strategies that rely only on observing
post-correction errors. Chapter 7 describes our analysis and HARP in detail.

7. Based on the insights developed in Contributions 1-6, we advocate for increased trans-
parency into commodity DRAM reliability so that system designers can make informed
design decisions when integrating DRAM chips. We support our argument with four
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concrete case studies: (1) improving overall DRAM reliability; (2) reducing DRAM re-
fresh overheads; (3) improving DRAM access latency; and (4) integrating RowHammer
defenses. Based on these studies, we identify DRAM standards as the root of the problem
and propose a two-step plan for improving transparency going forward. Chapter 8 de-
scribes the importance of DRAM transparency and provides our recommendations for
current and future commodity DRAM-based systems.

8. We describe remaining challenges in overcoming the problems caused by hidden ECC
mechanisms, and in a broader sense, the lack of transparency of DRAM reliability. Chap-
ter 9 discusses these challenges, including extending the proposed techniques to other
devices and systems, leveraging the techniques to enable more robust system design, de-
signing alternative error-mitigation mechanisms to replace on-die ECC, and improving
transparency into DRAM reliability and operation.

1.6 Outline

This dissertation is organized into 9 chapters. Chapter 2 gives relevant background infor-
mation about DRAM operation, failure modes, and error mitigation. Chapter 3 discusses re-
lated works that address relevant problems in error proling, characterization, and mitigation.
Chapter 4 presents our experimental study of DRAM data-retention errors in chips without
on-die ECC in addition to introducing and evaluating reach proling. Chapter 5 introduces
EIN and its experimental evaluation using DRAM chips that use on-die ECC. Chapter 6 in-
troduces BEER and BEEP and their respective evaluations. Chapter 7 introduces HARP and
its evaluations. Chapter 8 discusses the value of having transparent DRAM reliability charac-
teristics and argues for improved transparency going forward. Finally, Chapter 9 provides a
summary of this dissertation as well as future research direction and concluding remarks.



Chapter 2

Background

In this chapter, we provide the necessary overview of the backgroundmaterial necessary to un-
derstand our discussions, analyses and contributions. Section 2.1 reviews DRAM organization
and operation. Section 2.2 reviews key DRAM failure modes that are relevant to our work.
Section 2.3 reviews memory error mitigation techniques. Section 2.4 provides an overview
of block coding, the algorithm used for typical memory error-correcting codes. Finally, Sec-
tion 2.5 introduces boolean satisability (SAT) solvers as used in our work in Chapters 6 and 7.

2.1 DRAM Overview

This section describes DRAM organization and operation as relevant to this dissertation.

2.1.1 DRAM Organization

DRAM stores each bit of data in its own DRAM cell, as illustrated in Figure 2.1. The cell com-
prises a storage capacitor that encodes the binary data value using the charge level of the
capacitor and an access transistor that is used to read and modify the stored data. The access
transistor’s gate is manipulated by a control signal known as the wordline. When the wordline
is enabled, the storage capacitor is connected to the bitline, so the charge stored in the storage
capacitor equalizes with that in the bitline. Whether the capacitor encodes data ‘1’ or data ‘0’
as the charged state is an arbitrary convention and depends on the manufacturer’s particular
circuit design. A cell that encodes data ‘1’ using the charged state is referred to as a ‘true cell’
and the discharged state as an ‘anti cell’ [310, 327, 369, 599].

ADRAMmat storesmultiple bits of data by organizing DRAM cells into a two-dimensional
grid of rows and columns (typically 512-1024 cells per dimension). Figure 2.2 shows the archi-
tecture of a typical DRAMmat. A commonwordline connects the gates of all access transistors

13
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Figure 2.1: Overview of a DRAM cell and the two dierent charge encoding conventions.

of the cells along a row. Therefore, when a wordline is asserted (i.e., driven to logic ‘1’), all cells
along the row are enabled. The drains of all access transistors along a column are connected by
a common bitline. Each bitline is connected to a sense amplier, whose circuits detect a small
voltage shift on the bitline (i.e., as a result of charge sharing between the storage capacitor and
the bitline) and amplify it to a CMOS-readable value. In this way, when a wordline is asserted,
each cell along the row shares its capacitor’s charge with its respective bitline. Each bitline’s
sense amplier then detects and amplies this shift, eectively reading the value stored in
each cell along the row. Note that this process is destructive: once the value stored in a cell
capacitor is read out, the storage capacitor no longer stores the original data. Therefore, the
sense amplier must recharge the cell following the read process in order to restore the cor-
rect data value before attempting a subsequent read. The sense amplier can be thought of
as temporarily caching the row’s data during the read operation, so the sense ampliers are
collectively referred to as a local row buer.
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Figure 2.2: Two-dimensional grid of DRAM cells organized as a DRAMmat.

Figure 2.3a illustrates how mats are in turn organized into a grid to form a DRAM bank.
Each bank typically comprises 32K-256K rows and 512-2K columns. Note that a row of mats
is sometimes referred to as a subarray. Each bank contains a single global row buer that is
shared among all mats for I/O operations when the bank is read from or written to. Figure 2.3b
shows howmultiple DRAM banks are then combined to form a DRAM chip. Depending on the
DRAM standard, each chip may comprise 8 [246] or 16 [249] banks.

Similarly, depending on the DRAM standard, multiple chips may be combined to form
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Figure 2.3: DRAM mats organized in a two-dimensional array to form a DRAM bank, and
banks connected by common I/O logic to form a DRAM chip.

a single interface, known as a channel, with the memory controller. Mobile DRAM (e.g.,
LPDDRn [250]) typically uses a single DRAM chip per channel, while desktop DRAM (e.g.,
DDRn [246, 249]) typically aggregates 4-16 DRAM chips to form a rank that connects to the
channel. In general, up to eight ranks may time-multiplex the same channel. Figure 2.4 illus-
trates an example of a typical dual-rank DDR4 system with four DRAM chips per rank. The
gure illustrates how each chip provides a 16-bit interface that is concatenated with all other
chips in the rank to form a 64-bit rank interface. The two 64-bit rank interfaces then com-
municate with the memory controller by time-multiplexing the channel. Note that the DRAM
channel also transfers command and address information to each chip in addition to the 64-bit
data (not illustrated for simplicity).

DRAM 
Chip

64 bits

16 bits

To Memory Controller

DRAM Rank

64 bitsDRAM Channel

Figure 2.4: Multiple DRAM chips organized to form two ranks that in turn communicate over
the same 64-bit channel.

2.1.2 DRAM Addressing

Accessing data at a given DRAM location is done by specifying its rank, bank, row, and column

address. The rank address species which DRAM rank the channel should communicate with
in order to access the data. The bank, row, and column addresses are broadcast to all chips
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within the target rank. The resulting data is then concatenated across all chips and returned
to the memory controller over the channel.

DRAM manufacturers are not required to maintain a direct mapping between the row or
column addresses provided on the bus and the physical location of the corresponding cell.1

This means that manufacturers are free to shue rows and columns as desired to optimize
their circuit designs. This mapping is generally irrelevant to the system software since there
is no perceived dierence between physical cells at dierent locations in the memory. Unfor-
tunately, the mapping becomes relevant in the presence of reliability issues such as RowHam-
mer [297, 312, 488] because the physical locations of errors depend on the physical locations
that have been accessed. If the bus-to-physical address mapping is not known, it is dicult to
determine where errors might have occurred.

Prior works [51, 267, 294, 297, 346, 555, 583] develop techniques to reverse-engineer the
DRAM internal row and/or column mappings by deliberately inducing errors and observing
their bus address locations. Knowing that the induced errors should follow well-understood
characteristics based on the physical chip design (e.g., RowHammer errors should occur in
rows that are physically adjacent to accessed rows), these works are able to infer the internal
row and/or column organization. In Chapter 8, we argue that this information should be made
public given that (1) it is helpful for researchers and engineers to know in order to design
DRAM optimizations and security defenses; and (2) it can already be reverse-engineered, as
shown by the aforementioned works.

2.1.3 DRAM Operation

Thememory controller is responsible for orchestrating all DRAMoperations, including DRAM
initialization, access, andmaintenance (e.g., periodic refresh and calibration). These operations
are invoked through the use of DRAM commands, and DRAM manufacturers clearly specify
the timing constraints surrounding their usage [246,249,250,253,254]. In this section, we briey
introduce the history of DRAM specications in order to provide context for how they came
about. Then, we discuss the primary commands and timings concerning DRAM access and
refresh as mandated by modern JEDEC standards.

1This is unrelated to the virtual and physical addresses that the system software deals with. The DRAM
bus address is created by the memory controller as a function of the physical address that is determined by
the system’s virtual-to-physical memory address translation process. Therefore, the system’s physical address is
orthogonal to the DRAM’s internal address mapping for locating physical cells in the DRAM device.
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DRAM Specifications

Following the conception of single-transistor DRAM by IBM in the late 1960s [9, 132, 133, 387,
439], the rst commodity DRAM chips (e.g., Intel 1103 [226], Mostek MK4096 [412]) quickly
gained popularity due to their cost-per-capacity advantages relative to other viable mainmem-
ory technologies [150]. Through the following decades, variousmanufacturers developed their
own DRAM chips, resulting in a proliferation of dierent DRAM types and access protocols
(e.g., FPM, EDO) that steadily improved storage density through continued improvements in
both design and manufacturing. Several competing DRAM standards arose in the 1990s, in-
cluding Intel’s PCx [225], Rambus’ RDRAM [486], and JEDEC’s SDRAM [245] standards. How-
ever, by the late 1990s, JEDEC thoroughly secured market dominance, eectively crowding out
competing standards by the mid 2000s [87]. By the advent of modern DDRn memory, JEDEC
had established signicant barriers to entry for all non-JEDEC-compliant chips [87, 143].

Today, all major commodity DRAM manufacturers comply with JEDEC standards for
DRAM interfaces and operating characteristics because JEDEC-compliance guarantees inter-
operability between DRAM chips and other JEDEC-compliant systems [244]. JEDEC DRAM
standards are collectively developed by committees comprising both DRAM manufacturers
and customers. Each specication discusses requirements for customer-visible aspects of a
DRAM chip’s design, including features, electrical characteristics, access protocols, recom-
mended operating conditions (e.g., timings, voltage, temperature). This enables a separation of
concerns between DRAMmanufacturers and consumers. In the ideal case, DRAM specications

are synonymous with customer requirements: DRAMmanufacturers can focus on manufactur-
ing the best possible DRAM chips that conform to the specication.

DRAM Access

DRAM specications outline the precise command sequence used for each DRAM access. As
described in Section 2.1.1, each bank contains only one global row buer. Therefore, only one
row may be read from any given bank at a time. To meet this constraint, each DRAM access
requires up to three operations:

1. Row activation (ACT): The ACT command activates a row within a bank by asserting the
row’s wordline and allowing the sense ampliers to develop to CMOS-readable voltage
values. This is referred to as opening the row.

2. Column access (RD and WR): RD and WR commands read andwrite to a given columnwithin
the open row. The denition of a column depends on the DRAM geometry and standard,
but typically refers to a 16-64-byte aligned region of the open row. While a given row is
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open, the memory controller is free to issue as many RD and WR commands as necessary
to columns within the open row.

3. Bank precharge (PRE): The PRE command precharges the currently open row within a
bank by de-asserting the wordline and resetting all bitlines to their quiescent states (typ-
ically 1

2𝑉𝑑𝑑 ). This prepares the bank for the next row activation.

Figure 2.5 summarizes the timing constraints that the memory controller must obey when
issuing ACT, RD and WR, and PRE commands in the context of a DRAM read access. DRAM
chip datasheets provide manufacturer-recommended values for each of these timings, in ad-
dition to many other timings for other commands.2 First, 1 a new row (e.g., row address 1)
in the bank is activated. This causes the row decoder to activate the row’s wordline, allowing
the sense ampliers to detect and amplify the row’s stored data values. Next, 2 a particular
column (e.g., column address 1) in the newly-opened row is accessed following a time delay
of tRCD. Peripheral I/O logic (not illustrated) will transfer the corresponding data to the chip’s
external interface. Then, 3 the bank is precharged in order to close the open row and prepare
the bank for the next row access. The PRE command may not be issued until at least tRAS has
elapsed since the row activation. Finally, 4 another row may be opened (e.g., row address 0)
following tRP after the precharge operation.
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Figure 2.5: Core DRAM access timings for the ACT, column access (i.e., RD and WR), and PRE
commands.

DRAM Refresh

For as long as commodity DRAM has existed, the DRAM refresh algorithm has favored sim-
plicity and correctness: the memory controller issues a xed number of refresh commands
every refresh window (tREFW), which corresponds to the retention time of the worst-case cell

2We refer the reader to the JEDEC DRAM specications for a more detailed overview of standardized DRAM
commands and timings [246, 249, 250, 253, 254].



CHAPTER 2. BACKGROUND 19

in the memory chip. The refresh algorithm guarantees that every DRAM cell is refreshed at

least as often as required to prevent data loss,3 and its simplicity means that both DRAMman-
ufacturers and system designers can treat the refresh algorithm as a xed design constraint
without needing further specication.

Current DRAM specications [246, 249, 250, 253, 254] mandate that the memory controller
issue REF commands every 3.9-7.8`s. Each refresh operation invokes dedicated refresh cir-
cuitry within the DRAM chip that refreshes a small number (e.g., 32) of rows. Throughout
each tREFW period (i.e., 32-64ms), all rows in the DRAM chip are refreshed once.4 However, it
is important to note that dierent cells can withstand dierent refresh rates, and refreshing all
cells at a xed rate is a conservative strategy that accounts for the worst-case cell under worst-
case operating conditions. As we will see in Chapter 4, this implies that there is signicant
room for improvement in the DRAM refresh algorithm.

2.1.4 Violating Recommended Timings

We can induce errors in real DRAM chips by deliberately violating manufacturer-
recommended timings. The resulting error distributions allow us to: 1) reverse-engineer
various proprietary DRAM microarchitectural characteristics [91, 198, 267, 294, 295, 327, 343,
415, 455, 467] and 2) understand the behavior of dierent DRAM errors (e.g., data reten-
tion [191, 282, 369, 370, 480, 571], access latency-related errors [159, 295, 296, 452, 551, 552]).

By increasing 𝑡𝑅𝐸𝐹𝑊 , we observe data-retention errors in certain cells with higher charge
leakage rates [190, 191, 264, 266, 276, 282, 283, 285, 305, 305, 323, 364, 369, 370, 434, 571, 589]. The
quantity and locations of these errors depend on i) the data pattern programmed into cells,
ii) the layout of true- and anti-cells in DRAM [327, 369], and iii) environmental factors such
as operating temperature and voltage [94, 191, 282–285, 312, 354, 362, 369, 370, 468]. Section 2.2
discusses the statistical characteristics of data-retention errors in greater depth.

2.2 DRAM Errors and Failure Modes

In this section, we rst clarify the terminology used throughout this dissertation to refer to
memory errors. Then, we review three key DRAM failure modes that are relevant to our work:
(1) DRAM data retention; (2) DRAM access timing violations; and (3) RowHammer.

3This is true whether each refresh operation operates on all DRAM rows (e.g., burst-mode refresh [404]) or
on a subset of all rows (e.g., distributed-mode refresh [404], ne-grained refresh [249]).

4Note that, while this is the common understanding, DRAMspecications do notmandate that internal refresh
operations refresh all rows exactly once within tREFW. By adjusting the number of rows refreshed with each REF
command, DRAM manufacturers may adjust the eective refresh rate for each row according to their needs in a
manner that is invisible to the memory controller.
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2.2.1 Reliability-Related Terminology

We observe that dierent works use dierent terms to refer to related reliability concepts.
Therefore, we clarify the reliability-related terms that we use throughout this dissertation.

Faults, Errors, and Failures

We use the terms fault, error, and failure according to the ISO/IEC/IEEE 24765 standard [221]
as follows:

• Fault: A defect in a hardware device or component.

• Error : A discrepancy between the computed, observed, or measured value and the the-
oretically correct value.

• Failure: The termination of the ability of a product to perform its required function.

Therefore, we use the term error to refer to bit-ips observed during testing and fault or
error mechanism to refer to the underlying reason for an observed error (e.g., excessive charge
leakage, electrical coupling between circuit components). Finally, we use the term failure mode

when describing the manifestation of an error from the perspective of the rest of the system.

Types of Faults and Errors

Following from prior work [177, 258], we classify DRAM faults as inherent or operational. In-
herent faults are caused by aspects of the DRAM technology and broadly encompass scaling-
related faults such as data-retention and RowHammer. Operational faults are those that can
cause errors during normal operation and include factors such as aging eects [252] and par-
ticle strikes [391]. Section 2.2.2 discusses both classes of faults in greater detail.

We refer to errors that occur within the physical memory device as raw errors or pre-
correction errors to distinguish that they have not yet gone through error-correction logic.
Similarly, we refer to errors that have gone through error correction (e.g., through on-
die ECC) as post-correction errors. Note that all post-correction errors are the result of the
error-correction mechanism being unable to fully correct an uncorrectable raw error pat-
tern. Therefore, post-correction errors are either detectable-but-uncorrectable (DUE) errors
or silent data corruption (SDC) errors. Given that on-die ECC is a single-error correcting
code [229, 253, 276, 330, 332, 405, 447, 448, 466] that has no additional error-detection capability
and does not report error detection or correction events to the memory controller, all post-
correction errors we work with in this dissertation can be considered SDCs.
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2.2.2 Key DRAM Failure Modes

DRAMsuers from a broad range of errormechanisms that can lead to dierent types of errors.
Our work focuses primarily on errors that result from inherent faults due to DRAM technology
scaling and deliberate violations of recommended operating timings and conditions (e.g., data-
retention errors [35, 190, 191, 369, 571, 588, 607], errors due to access timing violations [89, 91,
294, 326, 343, 346, 347, 452]). In this section, we review key DRAM failure modes to provide
context for our studies.

2.2.3 Manufacturing-Time Faults

Manufacturing-time faults include any defects incurred at manufacturing time that cause one
or more DRAM cells to not meet design requirements. These faults can cause errors occur
due to a variety of DRAM-specic (e.g., RowHammer [297, 312, 422, 426, 460, 576, 611], data-
retention [35,190,191,369,571,588,607], variable-retention time [35,276,282,286,290,291,329,
369, 410, 450, 480, 491, 526, 608]) and non-specic (e.g., stuck-at faults due to manufacturing
defects [20, 212, 414]) error mechanisms and are the primary reliability concern with DRAM
technology scaling [88,177,276,405,420,434,461]. These errors are dealt with bymanufacturers
using on-die error-mitigation mechanisms, including row and column sparing [88, 212, 276,
279, 332, 434, 538], on-die ECC [229, 253, 276, 330, 332, 405, 447, 448, 466], and RowHammer-
prevention logic (e.g., on-die target row refresh [154, 198, 243, 386]). Therefore, assuming the
error mitigation mechanisms work as intended, these errors are normally unknown to the end
user and are considered proprietary information by DRAM manufacturers [147, 176, 374, 434,
479, 504].

Prior works [176,297,434] explain that these errors become worse with continued process
technology scaling because manufacturing variations between components become more sig-
nicant as the components themselves shrink. For example, shrinking cell storage capacitors
means that theywill hold less charge and therefore bemore sensitive to various charge leakage
mechanisms [276,434]. Therefore, as DRAM technology continues to scale, a larger proportion
of cells fail to meet design targets and require error mitigation.

When deliberately changing access and refresh timings (e.g., during testing or custom op-
eration), the user eectively chooses to operate under conditions that DRAM manufacturers
did not design for. At these conditions, the on-die error mitigations that manufacturers provi-
sioned to address manufacturing-time errors (e.g., errors related to data retention and access
timings) no longer hide all errors, allowing the user to study their characteristics. Many prior
works [37,89–91,94,159,190,191,199,267–269,282–284,294–297,305,311,312,343,344,346,369,
480,480,510,526,541,546,550,551,571,589,590,608] use this approach to observe scaling-related
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errors and understand their characteristics in order to developmore robust systems Section 3.3
reviews these studies in more detail.

2.2.4 Operational Failures

DRAM suers from various faults that are prevalent among general semiconductor de-
vices [252], including possible circuit-level aging eects [252,397] and random external events
(e.g., particle strikes [391]). Unfortunately, the details of commodity DRAM failure rates are
proprietary [147, 176, 374, 434, 479, 504] and prior studies [54, 220, 397, 510, 529, 540–542] have
had to conduct their own large-scale experimental analyses to estimate failure rates. These
studies do not know the underlying faults responsible for an observed failure; instead, they
infer reasons for the failures based on how the failures appear to the system (e.g., correlations
between memory addresses) [52]. Therefore, the failure rates observed by these studies repre-
sent the cumulative eect of whichever circuit-level error mechanisms are dominant for the
systems’ particular congurations.

Systems that need long-term resilience against operational failures typically incorporate
additional error-mitigation mechanisms outside the DRAM chip (e.g., rank-level ECC within
the memory controller [88, 301]). These mechanisms are better equipped to deal with opera-
tional failures because they are not as resource-constrained as the DRAM die. Therefore, they
can provision resources to mitigate a wide variety of errors, including multi-bit errors and
even failures of entire DRAM chips [301]. Section 2.3.3 discusses these mechanisms in more
detail.

2.2.5 DRAM Data Retention Errors

DRAM cell storage capacitors are susceptible to a large number of charge leakage mech-
anisms that vary in strength depending on the data values stored in cells, switching ac-
tivity nearby a given cell, and with environmental factors such as temperature and volt-
age [95, 191, 223, 342, 491]. Figure 2.6 shows a cross-sectional view of a DRAM cell capaci-
tor (illustrated as “DT”) alongside various charge leakage paths that it is susceptible to. The
dominant leakage path(s) vary depending on the particular DRAM circuit design and operat-
ing conditions; however, all DRAM cells are susceptible to charge leakage and rely on periodic
DRAM refresh operations to prevent data loss. At manufacturer-recommended operating con-
ditions, DRAM refresh operations occur frequently enough to prevent data-retention errors
from appearing.

However, when the memory controller deliberately reduces the frequency of refresh oper-
ations (e.g., in order to improve system performance and energy-eciency [370, 571]) certain
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Figure 2.6: Major DRAM cell charge leakage paths illustrated in a cross-sectional view of a
DRAM cell, showing the bitline (BL), access transistor gate (G), and storage capacitor (DT).
Image taken from [342].

cells with worse leakage characteristics exhibit errors. Prior work [190, 191, 282, 369, 370, 449,
571,601] has extensively studied how long dierent DRAM cells can correctly retain data (i.e.,
their retention times) and shown that only a small set of worst-case cells actually require fre-
quent refreshing (i.e., at the JEDEC-standardized rate of 32-64 ms [246, 249, 250]). In contrast,
the vast majority of cells have much longer retention times (e.g., > 1s). This high cell-to-cell
variation is a result of manufacturing process variation and is becoming worse with continued
technology shrinkage [88, 211, 434].

Through their experimental studies, prior works [190, 191, 264, 323, 369, 370, 571, 589] have
identied several key characteristics of DRAM data-retention errors that are essential to our
work in this dissertation.

First, data-retention errors are strongly dependent on and can be easily induced by ma-
nipulating the refresh window (e.g., using conguration registers within the memory con-
troller [28]). Except for certain cells that are susceptible to a phenomenon known as variable
retention time (discussed later in this section), most strong DRAM cells exhibit relatively stable
retention times and fail repeatably when the refresh window exceeds a cell’s retention time.

Second, data-retention errors are uncorrelated and occur uniform-randomly throughout
the memory device as a result of random process variation. Prior works demonstrate this
property through extensive error-characterization studies, showing that data-retention errors
exhibit no discernible spatial patterns [37, 191, 370, 526, 571] and can be realistically modeled
as uniform-randomly distributed [37, 295, 526] independent events [526].

Third, data-retention errors are data-dependent, occurring only in cells whose storage ca-
pacitors are in the charged state. This means that only true-cells programmed to data ‘1’ are
likely to fail, and vice-versa for anti-cells. This behavior has been observed across DRAM chips
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from a broad range of manufacturers and standards [310, 327, 369, 599], and we hypothesize
this is due to the dominant leakage modes causing charge to drain the storage capacitor rather
than to charge it.

Variable Retention Time

Certain cells are vulnerable to an error mechanism known as variable retention time (VRT),
where a cell unpredictably switches between two or more distinct retention times states [35,
276, 282, 286, 290, 291, 329, 369, 410, 450, 480, 491, 526, 608]. This aects the cell’s data-retention
error characteristics because the likelihood that a cell fails changes over time depending on
its retention time state. Prior works [88, 276, 405] identify VRT errors as a key DRAM scal-
ing challenge, and on-die ECC is partially motivated by their presence. Although techniques
for identifying and mitigating VRT-related errors have been proposed [480, 523], eciently
identifying and mitigating VRT errors remains a dicult problem.

2.2.6 DRAM Access Timing Violations

The memory controller may deliberately choose to violate the manufacturer-recommended
inter-command timings in order to improve DRAM access performance [89–91, 197, 294, 326,
343,344,346,390,586,620,627] or exploit benecial side eects of the resulting undened behav-
ior (e.g., to generate random values [296, 452, 550] and device ngerprints [295, 551], perform
logic operations [159, 451, 513, 514, 516, 518]). However, if timings are violated beyond what a
given DRAM chip can withstand, errors may occur due to internal DRAM circuitry (e.g., sense
ampliers, peripheral logic) having insucient time to complete necessary operations. We
briey discuss activation- and precharge-related errors because they have been extensively
studied and exploited by prior works.

Activation-Related Errors

Reducing the time given for DRAM row activation (i.e., tRCD) can cause errors due to reading
out data from the row buer before the sense ampliers are able to fully develop to CMOS-
readable values [91]. Several works study the eects of reducing tRCD and nd that (1) more
errors occur with greater timing violation [89, 91, 199, 294, 295, 343]; (2) many of the resulting
errors tend to cluster along bitlines [91,294,296]; and (3) errors aremore likely to occur closer to
one edge of a given subarray [346]. These observations are all consistent with sense amplier
behavior: with lower tRCD, the sense amplier has less time to develop, thereby becomingmore
likely to yield incorrect data. In particular, due to manufacturing process variation, certain
sense ampliers develop more slowly than others, causing them to exhibit errors for all cells
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along their respective bitline. Furthermore, cells that are physically further away from the
sense amplier (e.g., on the other side of the bitline) experience a longer signal propagation
delay after wordline activation before their bitline perturbation arrives at the sense amplier,
introducing asymmetry between dierent cells along the same bitline.

Precharge-Related Errors

Reducing the time given for a bank to precharge a row (i.e., tRP) can cause errors because
all bitlines may not be fully precharged to their quiescent state, thereby disturbing the sens-
ing process for the following row activation. Several works [89, 91, 343, 346, 550, 551] study
how precharge-related errors manifest, nding that (1) overall error rates increase sharply as
tRP is reduced [91, 343, 551]; (2) precharge-related errors are more likely to occur near the
boundaries of mats [346]; and (3) at extremely high error rates that are observed when aggres-
sively reducing tRP, errors appear to occur roughly uniform-randomly [551]. Similar to the
case with activation-related errors, these observations can be explained by a combination of
design-dependence and manufacturing process variation. When errors begin to appear, they
cluster near the edges of mats, where the signal propagation delay from the precharge signal
drivers and row decoders to the cells is greatest. In the extreme case, when tRP is very short,
the design-dependence is subsumed by cell-to-cell variation causing random cells to be more
susceptible to error than others.

2.2.7 RowHammer

RowHammer [38, 312, 422, 426] is a failure mode in which repeated accesses to a given
DRAM row (known as an aggressor row) can induce bit-ips in physically nearby rows
(known as victim rows). RowHammer can be classied as a read-disturb fault, and prior
works [36, 263, 288, 488, 577, 611] identify two circuit-level charge leakage mechanisms that
contribute towards RowHammer errors: (1) electron migration; and (2) capacitative crosstalk.
As with data-retention errors, the strengths of each of these error mechanisms varies greatly
between DRAM chip designs and with operating conditions, and signicant research ef-
fort [36, 113, 198, 297, 312, 422, 426, 459, 460, 577, 606, 611] has been expended to understand
how RowHammer errors behave. Based on this understanding, many works [19, 30, 34, 39, 41,
42, 71, 136, 160, 172, 181, 196, 249, 273, 288, 311, 312, 325, 348, 386, 462, 496, 520, 537, 567, 603, 604,
609, 610, 616] have proposed defense mechanisms ranging from the device- to system-level.
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2.3 Memory Error-Mitigation Mechanisms

This section provides an overview of error-mitigation mechanisms that are commonly used
in memory hardware design, including those that operate within the memory die and in the
memory controller.

2.3.1 Row and Column Sparing

DRAMmanufacturers have long since provisioned extra rows and columns within storage ar-
rays in order to provide replacements in the event that some are defective [88, 212, 276, 279,
332,434,538]. This is known as row and column sparing and helps DRAMmanufacturers toler-
ate imperfections during manufacturing, thereby improving manufacturing yield at a modest
expense of chip area resources. Each manufacturer evaluates the tradeos involved based on
their own designs, manufacturing processes, and business goals in order to determine how
many spare rows and columns to provision. Several works [88, 276, 434, 538] argue that cur-
rent inherent DRAM error rates have surpassed the correction capability of row and column
sparing alone, necessitating solutions such as on-die ECC, or even stronger mechanisms. In
general, the exact error rates and spare element counts are proprietary and vary betweenman-
ufacturers [176, 434].

2.3.2 On-Die ECC

For single-bit error rates that are too expensive to mitigate using row and column sparing,
DRAM manufacturers have turned to on-die ECC as a solution [176,276,330,332,405,435,447,
448, 464, 466, 467, 538]. Because on-die ECC operations happen within a DRAM die that is not
optimized for general logic operations, keeping on-die ECC simple and ecient is a primary
design goal [88,332]. Therefore, DRAMmanufacturers today use simple single-error correcting
Hamming codes [193] that operate on data chunks of 64 [229] or 128 [330, 331, 447, 448] bits.

Figure 2.7 illustrates a simple example where a memory controller interfaces with a sin-
gle memory chip that uses on-die ECC. On a write operation, the memory controller writes a
𝑘-bit dataword to the memory device. Internally, the memory device encodes the data into a
𝑘 + 𝑝-bit codeword before writing it to the physical storage array. On a read operation, the data
that the memory controller receives is rst decoded by the ECC logic from a 𝑘 + 𝑝-bit code-
word’ (where the ”‘ indicates that the codeword may contain errors) into a a 𝑘-bit dataword’.
In this way, the memory controller observes only the post-correction errors and has no visibil-
ity whatsoever into how the ECC encoding and decoding mechanism operates. Section 2.4.1
provides an overview of the mathematical operation of on-die ECC.
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Figure 2.7: Memory controller interfacing with a memory chip that uses on-die ECC.

The details of the on-die ECC implementation are considered proprietary secrets because
they, like row and column sparing, are tied to a manufacturer’s factory yield rates [105, 224],
which are in turn directly connected to business interests, potential legal concerns, and com-
petitiveness in a USD 45+ billion DRAM market [482, 572]. Therefore, DRAM manufacturers
do not disclose these details in public documentation. Furthermore, in our experience, they are
unwilling to reveal on-die ECC details under condentiality agreements, even for high-volume
customers for whom knowing the details can be mutually benecial.5

2.3.3 Rank-Level ECC

Row and column sparing and on-die ECC are unsuitable for addressing high error rates (e.g.,
> 10−6) and multi-bit errors (e.g., burst errors, component-level failures) [276, 373, 434]. For
high-reliability systems (e.g., large-scale clusters) that need to be resilient against such er-
rors, system designers typically integrate an ECC mechanism within the memory controller,
referred to as rank-level ECC [177, 301, 435]. Rank-level ECC uses data blocks at the granu-
larity of the DRAM interface (or larger) to provide stronger error correction than on-die ECC
can feasibly provide. This section reviews major types of rank-level ECC designs that provide
varying degrees of reliability.

SECDED ECC

Single error correcting, double error detecting (SECDED) ECC is a simple but prevalent rank-
level ECC solution [301]. This scheme interfaces with DRAM using 72 total bits per transfer, 8
of which are metadata used for error detection and correction (i.e., a 72,64 extended Hamming
code). SECDED ECC is capable of correction one error and detecting two errors within each
72-bit transfer.

5Even if such agreements were possible, they would likely be possible only for parties with large stakes in the
DRAM industry. The majority of DRAM consumers (e.g., smaller industry teams, academics) who do not have
close relations with DRAM manufacturers will be unlikely to forge such agreements.
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Chipkill ECC

Chipkill ECCmaps ECCwords to DRAM chips in away that allows tolerating the failure of one
or more entire DRAM chips within a rank. Several approaches to chipkill ECC exist, including
interleaving SECDED codes [129], using Reed-Solomon (RS) codes [489] with symbol sizes
that are aligned with entire DRAM chips (e.g., 4 bits/symbol when using DRAM chips with
4-bit interfaces [26], 8 bits/symbol mapped across two transfers from DRAM chips with 4-bit
interfaces [27]). However, many of these schemes require datawords that are longer than the
64-bit interface, which incurs additional reliability challenges due to some interface-related
errors occurring multiple times at the same interface bit positions [301].

Other System-Level ECC Designs

Other rank-level ECC designs have been proposed [98–101,178,260,301–303,383,385,563,612,
614,621,625] to both enhance reliability and overcome limitations of existing schemes. In gen-
eral, each design provides a dierent tradeo between reliability and resource consumption,
and it is ultimately up to the system designer to decide which solution is most appropriate for
their design goals.

2.3.4 Repair Mechanisms

As memory manufacturers continue to improve storage density, they exacerbate various
technology-specic error mechanisms that then increase error rates. A broad class of tech-
niques referred to as repair mechanisms identify and repair bits that are at risk of error from
within the memory controller in order to mitigate high error rates (e.g., > 10−4) that are in-
feasible to mitigate using traditional ECC-based methods [320, 321, 366, 373, 434, 480]. Prior
works [289,320,321,366,373,432,434,507,581,622] propose a variety of repair mechanisms for
both DRAM and emerging memory technologies.

Repair Granularity

Repair mechanisms [212, 231, 294, 320, 321, 346, 366, 373, 384, 434, 507, 511, 538, 556, 594, 615]
perform repair at granularities ranging from kilobytes to single bits. The granularity at which
a repair mechanism identies at-risk locations is its proling granularity. For example, on-die
row and column sparing [88,212,249,253,276,384,434,538] requires identifying at-risk locations
at (or ner than) the granularity of a single memory row. Table 2.1 categorizes key repair
mechanisms based their proling granularities. In general, coarse-grained repair requires less
intrusive changes to the system datapath because repair operations can align with data blocks
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in the datapath (e.g., DRAM rows, cache lines, processor words). However, this means that the
repair mechanism suers from more internal fragmentation because each repair operation
sacrices more memory capacity regardless of how few bits are actually at risk of error.

Proling Granularity Size (Bits) Examples

System page 32 K RAPID [571], RIO [37], Page retirement [37, 220, 393, 446, 571]
DRAM external row 2-64 K PPR [88, 212, 249, 253, 276, 384, 434, 538], Agnos [480], RAIDR [370], DIVA [346]
DRAM internal row/col 512-1024 Row/col sparing [88, 212, 276, 384, 434, 538], Solar [294], CROW [196]
Cache block 256-512 FREE-p [615], CiDRA [538]
Processor word 32-64 ArchShield [434]
Byte 8 DRM [231]

Single bit 1
ECP6 [507], SECRET [366], REMAP [556], SFaultMap [320], HOTH [373], FLOWER [321],
SAFER [511], Bit-x [594]

Table 2.1: Survey of prevalent memory repair mechanisms.

Because of this tradeo between intrusiveness and fragmentation, ner repair granulari-
ties are more ecient at higher error rates [88,434,538]. Fig. 2.8 illustrates this by showing the
expected proportion of unnecessarily repaired bits (i.e., the amount of non-erroneous mem-
ory capacity that is sacriced alongside truly erroneous bits due to internal fragmentation
caused by the repair granularity) (y-axis) at various raw bit error rates (x-axis) when miti-
gating uniform-random single-bit errors at dierent repair granularities. We see that coarse-
grained repair becomes extremely wasteful as errors become more frequent, e.g., wasting over
99% of total memory capacity in the worst case for a 1024-bit granularity at a raw bit er-
ror rate of 6.8 × 10−3. Note that the expected wasted storage decreases once the error rate
is suciently high because an increasing proportion of bits become truly erroneous, which
reduces the wasted bits for each repair operation. In contrast, bit-granularity repair (denoted
with the line for ‘1’) does not suer from internal fragmentation. For this reason, repair mech-
anisms designed for higher error rates generally employ ner-granularity proling and re-
pair [320, 321, 366, 373].

6ECP corrects individual bits, but its pointer size can be adjusted to dierent granularities as required.
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Figure 2.8: Expected amount of wasted storage capacity when repairing single-bit errors at
various repair granularities.

2.3.5 Fault-Specific Error Mitigations

Prior works develop error mitigation mechanisms that are specic to particular types of faults.
This is because, if the fault is well understood, its errors can be mitigated more eciently
relative to using a general-purpose mitigation mechanism such as ECC.

Mitigating DRAM Data-Retention Errors

Prior works [165,284,285,366,370,434,449,480,571,582] develop error mitigation mechanisms
that specically target DRAM data-retention errors. This is because data-retention errors can
bemitigated by coordinating with the DRAM refresh algorithm to refresh cells only when they
need to be refreshed, safely enabling reduction of the refresh rate without requiring expensive
general-purpose error mitigation hardware. In general, these works seek to reduce unneces-
sary refresh operations by extending the default refresh interval while mitigating the handful
of resulting retention failures.

RIO [37] works with the system software to identify memory pages with short retention
times and prevent software from allocating memory to them. RAIDR [370] refreshes DRAM
rows at dierent intervals according to the retention time of the worst-case cell in each row.
Ohsawa et al. [449] propose storing the retention time of each row’s weakest cell within DRAM
structures and varying the refresh interval based on this information. ProactiveDRAM [582]
extends the default refresh interval and issues additional refreshes to rows that cannot sus-
tain the longer refresh interval. RAPID [571] prioritizes allocating data to rows with longer
retention times and chooses the refresh interval based on the retention time of the allocated
row with the highest leakage rate. SECRET [366] identies the set of failing cells at a longer
refresh interval and remaps such cells to known-good cells. ArchShield [434] maintains a data
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structure of known-failing cells at an extended refresh interval and replicates these cells using
a portion of DRAM at an architectural level.

These works all enable signicant improvements in overall system performance and en-
ergy consumption due to reduction in unnecessary refresh operations (e.g., 35% average per-
formance improvement [480]). Unfortunately, all of these works depend on accurate identica-
tion of failing cells at a longer refresh interval (i.e., error proling). Section 3.2 discusses prior
approaches to error proling.

Mitigating RowHammer-Related Errors

Prior works [19,30,34,39,41,42,71,136,160,172,181,196,273,288,312,325,348,386,462,496,520,
537, 567, 603, 604, 604, 609, 610, 616] develop error mitigation mechanisms that identify error-
prone locations (e.g., based on memory access patterns or performance counters) and take
action to mitigate possible RowHammer errors (e.g., by issuing additional row refresh oper-
ations). Similar to data-retention error mitigation mechanisms, these mechanisms are highly
ecient compared to using general-purpose error mitigations to address RowHammer errors.

2.3.6 Soware-Driven Error-Mitigation Techniques

Eective main memory error management is a large research space with solutions spanning
the entire hardware-software stack. There are many promising solution directions, includ-
ing software-driven repair techniques such as page retirement [37, 220, 393, 397, 446, 571] and
software-assisted techniques such as post-package repair (PPR) [88, 212, 249, 253, 276, 384, 434,
538]. Unfortunately, these mechanisms have limitations that make them ill-suited to address
the high error rates that we target. For example, page retirement operates at a coarse (i.e.,
system memory page) granularity, so it both wastes signicant capacity to repair the many
errors at high error rates and cannot easily repair in-use pages [357, 393, 397]. PPR provides
only a few spare rows (e.g., one per bank in DDR4 [289, 408]) and suers from similar draw-
backs as page retirement due to operating at a coarse granularity (i.e., DRAM row). In contrast,
hardware-based repair mechanisms represent the state-of-the-art in addressing scaling-related
main memory errors.

2.4 Overview of Block Coding

In this section, we provide an overview of block error-correction codes that are used for on-die
ECC.
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2.4.1 Block Error-Correction Codes

Block coding [112,116,367,409,492,495] enables data communication over a noisy channel by
breaking the data stream into datawords of length 𝑘 symbols, where each symbol can take on
𝑞 dierent values (e.g., 𝑞 = 2 for single-bit symbols). During encoding, the ECC encoder maps
each dataword to a single codeword of length 𝑛 using 𝑛 −𝑘 redundant symbols. Each symbol is
a function (e.g., xor-reduce) of a subset of the data symbols such that an error will cause one
or more of these functions to evaluate incorrectly. Encoding results in 𝑞𝑘 valid codewords out
of 𝑞𝑛 possible 𝑛-symbol words. Upon receiving an 𝑛-symbol word that may contain erroneous
symbol(s), the ECC decoder attempts to determine the originally transmitted dataword using
a decoding algorithm.

As a demonstrative example, we consider a common decoding algorithm for binary (i.e.,
𝑞 = 2) block codes known as maximum-likelihood decoding, which uses Hamming distance
as a metric to nd the closest valid codeword to a received word. Using this approach, the
error-correction capability, or 𝑡 , is dened by the minimum Hamming distance, or 𝑑 , between
any two valid codewords in the space of all valid codewords. With 𝑑 = 2, a single-symbol error
can always be detected but not always corrected since there may exist two valid codewords
equidistant from the received word. In general, the error-correction capability can be com-
puted using the relationship 𝑡 = b𝑑−12 c, which shows that a minimum Hamming distance of at
least 3 is necessary for single-symbol correction and 5 for double-symbol correction.

When faced with more errors than the code can correct, the decoding result is
implementation-dened based on the exact circuitry used to implement the encoding and
decoding algorithms. This is because a code designer has complete freedom to choose the pre-
cise functions that map data symbols to each redundant symbol, and the same errors induced
in two dierent code implementations can result in two dierent post-correction words. In
each implementation, the decoding logic may i) manage to correct one or more actual errors,
ii) mistakenly do nothing, or iii) “miscorrect” a symbol that did not have an error, eectively
exacerbating the number of errors in the decoding result.

Throughout this work, we focus on an important class of block codes that are used in main
memory systems, which are known as linear block codes because their encoding and decod-
ing operations can be expressed as linear functions of the data. We follow a commonly used
notation for linear block codes, in which a tuple (𝑛, 𝑘, 𝑑) describes the length of the codeword
(𝑛), the length of the dataword (𝑘), and the minimum Hamming distance (𝑑), respectively. This
allows us to concisely express the type and strength of a block code. However, certain codes
are also well-known by name (e.g., Repetition (REP) [118], Hamming Single-Error Correction
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(HSC) [193], Bose-Chaudhuri-Hocquenghem (BCH) [69, 210]), and we will use these names
where appropriate.

2.4.2 On-Die ECC and Hamming Codes

Single-error correcting Hamming codes are a class of linear block code that are used for DRAM
on-die ECC [176,276,405,435,448,538]. Figure 2.9 shows how a system might interface with a
memory chip that uses on-die ECC. The system writes 𝑘-bit datawords (d) to the chip, which
internally maintains an expanded𝑛-bit representation of the data called a codeword (c), created
by the ECC encoding of d. The stored codeword may experience errors, resulting in a poten-
tially erroneous codeword (c′). If more errors occur than ECC can correct, e.g., two errors in
a single-error correction (SEC) code, the nal dataword read out after ECC decoding (d′) may
also contain errors. The encoding and decoding functions are labeled 𝐹𝑒𝑛𝑐𝑜𝑑𝑒 and 𝐹𝑑𝑒𝑐𝑜𝑑𝑒 .

codeword (c)dataword (d)

d0 d1 d2 d3 … p0 p1 p2 …d0 d1 d2 d3 …

error(s)

Fdecode (c´)

Fencode (d)

codeword´ (c´)

d0 d1 d2 d3 …

dataword´ (d´)

ECC Encoder

ECC Decoder´ ´ ´ ´ ´ ´ ´ ´ ´´ ´

MEMORY CHIP
d0 d1 d2 d3 … p0 p1 p2 …

SYSTEM

DRAM 
BUS

Figure 2.9: Interfacing a memory chip that uses on-die ECC.

For all linear codes (e.g., SEC Hamming codes [193]), 𝐹𝑒𝑛𝑐𝑜𝑑𝑒 and 𝐹𝑑𝑒𝑐𝑜𝑑𝑒 can be represented
using matrix transformations. As a demonstrative example throughout this paper, we use the
(7, 4, 3) Hamming code [193] shown in Equation 2.1. 𝐹𝑒𝑛𝑐𝑜𝑑𝑒 represents a generator matrix G

such that the codeword c is computed from the dataword d as c = G · d.

𝐹𝑒𝑛𝑐𝑜𝑑𝑒 = GT =


1 0 0 0 1 1 1
0 1 0 0 1 1 0
0 0 1 0 1 0 1
0 0 0 1 0 1 1

 𝐹𝑑𝑒𝑐𝑜𝑑𝑒 = H =

[1 1 1 0 1 0 0
1 1 0 1 0 1 0
1 0 1 1 0 0 1

]
(2.1)

Decoding. The most common decoding algorithm is known as syndrome decoding, which
simply computes an error syndrome s = H · c′ that describes if and where an error exists:

• s = 0: no error detected.

• s ≠ 0: error detected, and s describes its bit-exact location.

Note that the error syndrome computation is unaware of the true error count; it blindly com-
putes the error syndrome(s) assuming a low probability of uncorrectable errors. If, however,
an uncorrectable error is present (e.g., deliberately induced during testing), one of three pos-
sibilities may occur:

• Silent data corruption: syndrome is zero; no error.
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• Partial correction: syndrome points to one of the errors.

• Miscorrection: syndrome points to a non-erroneous bit.

When a nonzero error syndrome occurs, the ECC decoding logic simply ips the bit pointed
to by the error syndrome, potentially exacerbating the overall number of errors.
Design Space. Each manufacturer can freely select 𝐹𝑒𝑛𝑐𝑜𝑑𝑒 and 𝐹𝑑𝑒𝑐𝑜𝑑𝑒 functions, whose im-
plementations can help to meet a set of design constraints (e.g., circuit area, reliability, power
consumption). The space of functions that a designer can choose from is quantied by the
number of arrangements of columns of H. This means that for an 𝑛-bit code with 𝑘 data bits,
there are

(2𝑛−𝑘−1
𝑛

)
possible ECC functions. Section 6.3.2 formalizes this space of possible func-

tions in the context of our work.
Recent work [456] shows that some column arrangements can lead to more miscorrections

than others for certain uncorrectable error patterns. However, designers may choose column
arrangements based on circuit latency, energy, or area concerns, regardless of the resulting
behavior with uncorrectable errors. In our work, we only assume that the code uses a system-

atic encoding, which requires that 𝐻 and𝐺 do not modify data bits during encoding (note the
identity submatrices in Equation 2.1). This encoding greatly simplies the hardware encoding
and decoding circuitry and is a realistic assumption for low-latency main memory chips [628].

2.5 Boolean Satisfiability (SAT) Solvers

Satisability (SAT) solvers [60,111,126,137,171,476] nd possible solutions to logic equation(s)
with one or more unknown Boolean variables. A SAT solver accepts one or more such equa-
tions as inputs, which eectively act as constraints over the unknown variables. The SAT solver
then attempts to determine a set of values for the unknown variables such that the equations
are satised (i.e., the constraints are met). The SAT solver will return either (1) one (of possibly
many) solutions or (2) no solution if the Boolean equation is unsolvable.

2.6 Summary and Further Reading

In summary, signicant research eort is necessary throughout the entire computing stack to
realize robust main memory systems. In particular, understanding memory reliability and how
to most eciently improve it is central to the design and manufacturing process. We refer the
interested reader to other works on DRAM circuit-level design [91,93,94,108,132,133,196,197,
205,216,279,294,315,334,343–345,347,376,441,539,549,586,623,627], system-level design (e.g.,
processing-using-DRAM [159, 187, 295, 296, 451, 513–518], near-data processing [17, 18, 64–66,
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155,161,162,169,175,277,360,424,425,453,543]), testing [12,14,31,103,259,318,319,413,414,438,
522, 564, 578], reliability (e.g., repair [212, 231, 294, 320, 321, 346, 366, 373, 384, 434, 507, 511, 538,
556,594,615], error-correction coding [98–101,178,260,301–303,383,385,563,612,614,621,625])
, and security (e.g., RowHammer [36,38,263,288,297,312,422,426,459,460,488,577,611], cold-
boot attacks [53, 182, 189, 206, 349, 368, 394, 419, 530, 573, 613]) for additional information.
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Related Work

Many prior works study DRAM errors and develop techniques for understanding and mitigat-
ing memory errors. This section provides an overview of closely-related works.

3.1 Studying and Improving On-Die ECC

Developing an on-die ECC design that provides the benets of highly-ecient on-die error
correction without introducing additional challenges for the rest of the system is a complex
problem involving the interests of both DRAM manufacturers and consumers. This section
reviews general techniques for exposing ECC mechanisms and recent works that approach
the on-die ECC design problem in dierent ways.

3.1.1 Reverse-Engineering ECC Mechanisms

Both EIN (Chapter 5) and BEER (Chapter 6) are capable of reverse-engineering details of a
given on-die ECC implementation. Several works provide techniques to reverse-engineer de-
tails of the ECC mechanisms used in NAND ash memory [568, 569, 596] and DRAM rank-
level ECC [115]. However, each of these techniques require some amount of visibility into
the ECC mechanism. These works rely on either directly observing the encoded data (i.e., the
codewords) using a side-channel [115], bypassing ECC and directly probing the raw mem-
ory [115, 568, 569, 596], or knowing when ECC performs an error-correction operation (e.g.,
by observing the change in memory access latency when ECC performs a correction opera-
tion [115, 180], or using custom driver software [115]).

However, on-die ECC is fully contained within the memory die and provides visibility
into neither the error-correction operations nor the underlying raw memory. Therefore, these
techniques are not directly applicable to on-die ECC. In contrast, EIN and BEER use only the

36
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post-correction information visible at the chip interface to extract details of the on-die ECC
implementation. Both techniques achieve this without resorting to special tools or hardware
intrusion. To our knowledge, EIN and BEER are the rst (and only) techniques that enable
reverse-engineering the details of on-die ECC without doing so.

3.1.2 Rearchitecting On-Die ECC

Several works [177,258,435,456] propose redesigning DRAM on-die ECC in order to improve
system-level reliability by modifying the way in which errors are handled. XED [435] and
DUO [177] expose errors to the memory controller, where stronger error-correction mecha-
nisms can supplement on-die ECC. Pae et al. [456] and PAIR [258] reorganize the on-die ECC
symbols to improve compatibility with other error-mitigationmechanismswithin thememory
controller.

In contrast, all of our new techniques except for HARP (Chapter 7) focus on understanding
the behavior of errors and on-die ECC independently of the on-die ECC design (e.g., whether
or not it provides visibility into its internal operations). Therefore, our works are applica-
ble to both devices in the eld today and future devices that may or may not use a dierent
on-die ECC design. HARP proposes modifying on-die ECC to expose the raw encoded data
similar to how DUO proposes, but without transferring the parity-check bits, which DUO ac-
complishes through an extra read operation. HARP and DUO use the raw encoded data for
dierent purposes. While DUO uses it to perform strong error correction operations, HARP
uses it to identify bits that are at risk of post-correction errors (i.e., for error proling) in order
to support an arbitrary repair mechanism. We note that HARP and DUO can potentially be
used synergistically, but we leave exploring this direction to future work.

3.2 Error Profiling

We introduce three new error proling methodologies, i.e., reach proling (Chapter 4), BEEP
(Chapter 6), and HARP (Chapter 7), throughout the course of this dissertation. This section
reviews error proling algorithms proposed by prior works.

3.2.1 DRAM Data-Retention Error Profiling

Prior works present various error proling algorithms to identify DRAM data-retention errors
when reducing the refresh rate to alleviate DRAM refresh overheads [35, 107, 282–285, 369,
370,480,523,571]. We roughly categorize these algorithms into two groups: 1) active proling,
which performs multiple rounds of trial-and-error search using dierent test patterns and
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operating conditions that maximize the chance of observing errors (i.e., that induce worst-case
testing conditions); and (2) reactive proling, which relies on an error-detection mechanism
such as ECC to errors as they occur during runtime. Unfortunately, each of these proposals
has shortcomings that limit their eectiveness in DRAM retention error proling.

Active Profilers

In order to maximize coverage of bits at risk of error, active prolers use multiple rounds of
testing using dierent data patterns to induce worst-case testing conditions. We call this ap-
proach brute-force proling or naïve proling since it blindly runs a testing loop that 1) writes
data patterns to DRAM, 2) waits for the target refresh window (𝑡𝑅𝐸𝐹 ), and 3) checks for data-
retention errors, as shown in Algorithm 1. Prior works identify eective data patterns useful
for exacerbating data-retention errors, including solid 1s and 0s, checkerboards, row/column
stripes, walking 1s/0s, random data, and their inverses [282, 312, 369, 415]. By testing su-
ciently many data patterns, this approach approximates testing with the worst-possible data
pattern and therefore can nd a signicant fraction of all errors at the target refresh window.
In addition, multiple iterations of testing are required in order to account for the probabilistic
nature of data-retention errors (as we show in Section 4.3.5). However, as we experimentally
demonstrate in Sections 4.3.3-4.3.5, brute-force proling requires many iterations to achieve a
high coverage of errors at a given refresh window. This causes brute-force proling to have a
high performance overhead, which is only exacerbated by circumstances that require frequent
proling (Section 4.5.3).

Algorithm 1: Basic Active Proling Algorithm
1 PROFILE(𝑡𝑎𝑟𝑔𝑒𝑡_𝑡𝑅𝐸𝐹, num_iterations):
2 failed_cells = []
3 for it← {1 to num_iterations}:
4 for dp ∈ data_paerns:
5 write_DRAM(dp)
6 disable_refresh()
7 wait(𝑡𝑎𝑟𝑔𝑒𝑡_𝑡𝑅𝐸𝐹)
8 enable_refresh()
9 this_iteration_failures ← get_DRAM_errors()

10 failed_cells.add(this_iteration_failures)
11 return failed_cells

Reactive Profilers

Reactive prolers (e.g., AVATAR [194, 480]) periodically check an error-detection mechanism
(e.g., ECC) during normal operation and record the set of memory locations that are observed
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to fail. Reactive prolers have far lower performance impact than active prolers because re-
active prolers do not need to take exclusive control of the memory chip for testing purposes.
However, as a consequence, reactive prolers do not account for worst-case testing conditions,
so they can potentially miss errors that occur in between monitoring operations. Therefore,
reactive proling is most often used to mitigate relatively infrequent errors that appear un-
predictably [480].

Synergy Between Active and Reactive Profilers

Prior work [480] shows that active and reactive proling can be combined in a complementary
way: using periodic active proling to identify the majority of error-prone cells and ongoing
reactive proling to provide resilience against any errors that active prolingmay havemissed.
This combined approach is suitable (even necessary [282, 369]) to provide resilience against
hard-to-nd errors (e.g., variable-retention time errors). Chapter 4 shows that combined ac-
tive and reactive proling may be necessary to reliably identify data-retention errors, and
Chapter 7 exploits the advantages of each proling approach to develop a new error proling
methodology suitable for memory chips that use on-die ECC.

Accounting for On-Die ECC

Unfortunately, none of these algorithms account for or address the eects of on-die ECC. Fur-
thermore, the insights and observations exploited by these works (e.g., ways to identify low-
probability errors [283, 478, 480, 523]) are complementary to the techniques that we propose.

3.2.2 Profiling for Other Error Mechanisms

Prior works present various error proling algorithms to identify errors related to DRAM
access latency [91, 294–296, 343, 346], RowHammer [113, 115, 154, 198, 297, 312], and various
error mechanisms in emerging memory technologies such as PCM and STT-RAM [192, 478,
556, 631]. However, similar to proling algorithms developed for DRAM data retention, none
of these works consider or address the eects of on-die ECC.

3.3 Experimental Studies of Memory Devices

Signicant work performs experimental error-characterization studies using real memory de-
vices in order to understand the error mechanisms involved. This section reviews these works
in order to dierentiate our studies.
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3.3.1 Studies of DRAM Chips

To understand the challenges inherent in error proling and those that on-die ECC intro-
duces, we perform several experimental DRAM error-characterization studies, including the
rst study to look at data-retention characteristics of (1) LPDDR4 DRAM, in Chapter 4 and
(2) DRAM with on-die ECC, in Chapter 5. Many other works perform their own experi-
mental studies of real DRAM chips that focus on various areas of interest, including data-
retention [37, 190, 191, 199, 268, 269, 282–284, 305, 323, 364, 369, 480, 526, 546, 571, 589–591, 608],
access latency [89–91, 199, 294–296, 343, 344, 415, 550, 551], read disturbance [154, 198, 267, 293,
297, 311, 312, 459, 460, 606], power consumption [125, 164] and voltage [94], and the eects of
issuing non-standard command sequences [159, 451, 452]. Other studies [54, 220, 397, 399, 510,
529, 540–542, 620] examine failures observed in large-scale systems. Both types of studies are
complementary to those we perform.

3.3.2 Studies of Other Memory Devices

Signicant work has examined other memory technologies, including SRAM [32, 382, 483],
NAND ash memories [74, 76–85, 157, 308, 377–380, 397, 398, 437, 458, 509], hard disks [43, 44,
474, 508] and emerging memories such as phase-change memory [475, 631]. These works are
also complementary to the experimental studies that we perform.
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Understanding and Improving
DRAM Data-Retention Error Profiling

In this chapter, we study the DRAM data-retention error characteristics of DRAM chips with-
out on-die ECC in order to understand the tradeos inherent in data-retention error proling.
Using what we learn from our studies, we introduce reach proling, a new error proling strat-
egy that improves coverage and runtime relative to prior approaches to data-retention error
proling.

4.1 Background and Motivation

DRAM stores data in volatile capacitors that constantly leak charge and therefore requires
periodic charge restoration to maintain data correctness. As cell capacitor sizes decrease with
process scaling and the total number of cells per chip increases each device generation [238],
the total amount of time and energy required to restore all cells to their correct value, a pro-
cess known as DRAM refresh, scales unfavorably [92,276,370]. The periodic refresh of DRAM
cell capacitors consumes up to 50% of total DRAM power [370] and incurs large performance
penalties as DRAM cells are unavailable during refresh [92, 370, 418, 433].

The DRAM refresh rate, dictated by the refresh interval or 𝑡𝑅𝐸𝐹𝐼 , is a standardized constant
to ensure interoperability of devices from dierent vendors and across product generations.
DRAM chips are designed to operate reliably at this refresh rate under worst-case operating
conditions. However, it is well known that DRAM cells exhibit large variations in charge re-
tention time [282, 305, 343, 369, 370, 480]. Therefore, a xed refresh interval causes all DRAM
cells to be refreshed at the worst-case rate even though most DRAM cells can hold data for
much longer. Prior works explore increasing the default refresh interval to what we call a tar-
get refresh interval while maintaining correctness of DRAM operation. These works assume

41
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that a small nite set of failing cells (due to the extended refresh interval) are handled with
various retention failure mitigation mechanisms (e.g., ECC, more frequent refreshes, bit repair
mechanisms) [37, 58, 122, 282, 366, 369, 370, 434, 480, 571, 582, 587].

4.1.1 Motivation: Need for Eicient Error Profiling

Many of these works that extend the refresh interval assume that the set of failing cells can
be quickly and eciently identied using a brute-force retention failure proling mechanism,
which involves writing known data to DRAM, waiting for the duration of the required target
refresh interval, and reading the data back out to check for errors, for every row of cells in
a DRAM chip. However, these works do not rigorously explore the ecacy and reliability of
such amechanism. Eects such as variable retention time (VRT) [276,282,369,410,480,491,608]
and data pattern dependence (DPD) [282–284, 312, 354, 362, 369] invalidate the assumption
that a small nite set of failing cells exists and therefore complicate the brute-force approach,
likely requiring ecient online prolingmechanisms to discover a continuously-changing set of
failing cells. To this end, our goal is to (1) thoroughly analyze the dierent tradeos inherent
to retention failure proling via experimental analysis of a large number of real state-of-the-
art LPDDR4 DRAM chips and (2) use our observations to develop a robust retention failure
proling mechanism that identies an overwhelming majority of all possible failing cells at a
given target refresh interval within a short time.

4.1.2 Overview of Experimental Studies

We identify three key properties that any eective retention failure proling mechanism
should have. First, for a given target refresh interval, proling should achieve high coverage,
i.e., the ratio of the number of failing cells discovered by the proling mechanism to the num-
ber of all possible failing cells at the target refresh interval. This is required to minimize the
cost of the mitigation mechanism for the failing cells at the target refresh interval. Second,
proling should result in only a small number of false positives, i.e., cells that are observed to
fail during proling but never during actual operation at the target refresh interval. This is
benecial to minimize the necessary work done by, and thus the overhead of, the retention
failure mitigation mechanism. Third, the proling runtime should be as short as possible to
minimize the performance impact of proling on the system.

To understand the complex tradeos inherent in DRAM retention failure proling with a
focus on these three metrics, we conduct a thorough experimental analysis of 368 state-of-
the-art LPDDR4 DRAM chips across three major DRAM vendors. Our rigorous experimental
analysis yields three new major observations. First, the brute-force approach to proling is
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inecient and does not attain high coverage within a short time. Second, the cells that fail at a
given refresh interval fail more reliably at a higher refresh interval and at a higher temperature.
Third, retention failure proling has a complex tradeo space between three key parameters
(coverage, false positive rate, and runtime).

4.1.3 Overview of Reach Profiling

Based on our observations from this rigorous experimental characterization of the complex
tradeo space, we propose a novel low-overhead and high-coverage DRAM retention failure
prolingmethodology called reach proling. The key idea of reach proling is to prole at reach
conditions, which consist of either a larger refresh interval and/or a higher temperature relative
to the target refresh interval/temperature to quickly discover an overwhelming majority of all
possible failing cells at the target conditions. Intuitively, given that failing cells are more likely
to fail at a higher refresh interval and at a higher temperature, we can quickly obtain all failing
cells for a target condition by proling at reach conditions, at the cost of also identifying some
false positive cells as failing. The proling parameters can be adjusted to maximize coverage
while minimizing the false positive rate and runtime.

We nd that on average, across 368 dierent DRAM chips from three vendors, reach pro-
ling attains a speedup of 2.5x over brute-force proling while providing over 99% coverage
of failing cells with less than a 50% false positive rate. Further speedups of up to 3.5x can be
obtained at the expense of signicantly greater false positive rates. By manipulating the prol-
ing conditions relative to the target conditions, we can select an appropriate tradeo between
coverage, false positive rate, and runtime that suits the desired system conguration.

Reach proling results in a set of failing cells that can be handled by various retention
failure mitigation mechanisms (e.g., error correcting codes, higher refresh rates, and remap-
ping mechanisms for failing cells) to reliably operate a system at a target refresh rate. As an
example, consider a scheme where the DRAM memory controller maps addresses with fail-
ing cells out of the system address space. For any target refresh interval, reach proling can
be used to quickly determine the set of failing cells with high coverage. The memory con-
troller can then map out the addresses containing the failed cells from the system address
space in order to maintain system reliability at a higher refresh interval. Alternatively, the
system can employ any other error mitigation mechanism proposed by prior work to handle
the failing cells (e.g., [37, 58, 122, 282, 366, 369, 370, 434, 480, 571, 587]). For example, when used
with ArchShield [434], REAPER reliably enables an average end-to-end system performance
improvement of 12.5% (maximum 23.7%) on our workloads (Section 4.5.3).
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4.2 Experimental Methodology

In order to develop an eective and ecient retention failure proling mechanism for modern
DRAMchips, we need to rst better understand their data retention characteristics. To this end,
we developed a thermally-controlled DRAM testing infrastructure to characterize state-of-the-
art LPDDR4 DRAM chips. Our infrastructure provides precise control over DRAM commands,
which we veried via a logic analyzer by probing the DRAM command bus.

All tests, unless specied otherwise, were performed using 368 2y-nm LPDDR4 DRAM
chips [250] from three major vendors in a thermally-controlled chamber at 45◦C ambient tem-
perature. In our infrastructure, ambient temperature is maintained using heaters and fans con-
trolled via a microcontroller-based PID loop to within an accuracy of 0.25◦C, with a reliable
range of 40◦C to 55◦C. DRAM temperature is held at 15◦C above ambient using a separate
local heating source and temperature sensors to smooth out temperature variations due to
self-heating.

4.3 LPDDR4 Data-Retention Error Characterization

We experimentally study the retention characteristics of 368 LPDDR4 chips and compare our
ndings with prior works, which examine DDR3 DRAM [282, 312, 369, 480]. We present data
showing failure discovery rates, data pattern dependence (DPD) eects and variable retention
time (VRT) eects to demonstrate the diculties involved in retention failure proling. We
then extensively analyze single-cell failure probabilities to motivate proling at a longer re-
fresh interval and/or a higher temperature to quickly discover failing cells. We present four
key observations resulting from our experimentation and describe the implications of each
observation on retention failure proling.

4.3.1 Temperature Dependence

We observe an exponential dependence of failure rate on temperature for refresh intervals
below 4096ms, as consistent with prior work [191, 213, 369]. We nd and make use of the
following temperature relationships throughout the rest of this paper:

𝑅𝐴 ∝ 𝑒0.22Δ𝑇 𝑅𝐵 ∝ 𝑒0.20Δ𝑇 𝑅𝐶 ∝ 𝑒0.26Δ𝑇 (4.1)

where 𝑅𝑋 represents the proportion of failures for Vendor 𝑋 and Δ𝑇 is the change in ambient
temperature. These relationships approximately translate to scaling the retention failure rate
by a factor of 10 for every 10◦C increase in temperature.
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4.3.2 Aggregate Retention Time Distributions

Figure 4.1 shows the eect of increasing the refresh interval on the bit error rates (BER) aver-
aged across 368 total chips from three dierent vendors. For each refresh interval, we compare
the population of failing cells to the population of failing cells at all lower refresh intervals.
Failures that are 1) also observed at lower refresh intervals are shown in green (called repeat),
2) not observed at lower refresh intervals are shown in orange (called non-repeat), and 3) ob-
served at lower refresh intervals but not at the given interval are shown in purple (called
unique). We make one key observation.
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Figure 4.1: Retention failure rates for dierent refresh intervals. Cells are categorized as
unique, repeat, or non-repeat based on whether or not they are observed at the given interval
and at lower refresh intervals.

Observation 1: A large proportion of cells that are observed to fail at a given refresh
interval are likely to fail again at a higher refresh interval.

Corollary 1: Determining the set of failing cells at a given refresh interval provides a large
proportion of the failures found at lower refresh intervals.

4.3.3 Variable Retention Time Eects

We observe variable retention time (VRT) eects that prevent reliable detection of failing cells.
Figure 4.2 shows the number of failing cells discovered over six days of data collection using
brute-force proling at a refresh interval of 2048ms at 45◦C ambient temperature. The data
is shown for a single representative chip from Vendor B, but we nd a similar trend across
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all chips from all vendors. Proling follows the procedure described in Algorithm 1, using six
data patterns and their inverses (Section 3.2) per iteration over 800 iterations throughout the
length of the test. The cumulative set of discovered failures is shown in orange and the set of
failures discovered each iteration is broken up into unique (i.e., newly-discovered) failures and
repeat failures, shown in purple and green, respectively.

We nd that after about 10 hours of testing, brute-force proling enters the steady-state ac-
cumulation phase, in which new failures continue to accumulate with a rate of approximately
one cell every 20 seconds. In other words, it takes about 10 hours to nd the base set of failures
for a given refresh interval using the brute-force approach. We attribute the continual discov-
ery of new failures to the VRT phenomenon, which can cause a cell to shift from a retention
time greater than 2048ms to one that is lower. However, we also observe that the total set of
failures (unique + repeat) found in each iteration is nearly constant in size, implying that the
rate of failure accumulation is very close to the rate of failures leaving the failing set. This
nding is consistent with prior work on DDR3 chips [369, 480], showing that newer DRAM
generations face similar proling diculties to older generations.
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Figure 4.2: Number of failing cells discovered using brute-force proling at a refresh interval
of 2048ms at 45◦C ambient temperature using a single representative chip (from Vendor B).

We conduct this same analysis for dierent refresh intervals on 368 chips from across the
three DRAM vendors at 45◦C. Figure 4.3 shows the steady-state new failure accumulation rates
for dierent refresh intervals aggregated across all chips of each vendor. The y-axis represents
the steady-state new failure accumulation rate, and the x-axis shows the refresh interval. Each
data point is drawn at the average value across all chips from the vendor with error bars rep-
resenting the respective standard deviation. We nd that the steady-state failure accumulation
rate grows at a polynomial rate with respect to the refresh interval. Figure 4.3 overlays the data
with well-tting polynomial regressions of the form 𝑦 = 𝑎 ∗ 𝑥𝑏 , and the exact t equations are
provided in the gure itself.
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Observation 2: No matter how comprehensive the set of failures discovered is, the popu-
lation of failing cells continues to change due to VRT eects.

Corollary 2: The retention failure prole inevitably needs to be re-generated after some
period of time. In other words, online proling is required.
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Figure 4.3: Steady-state failure accumulation rates vs. refresh interval for 368 chips across the
three DRAM vendors at 45◦C. The best-t curve for each vendor is shown in black.

4.3.4 Data Paern Dependence Eects

Figure 4.4 shows the cumulative number of retention failures discovered over 800 iterations
spanning 6 days of continuous brute-force proling with dierent data patterns across the
three vendors at 45◦C. Proling uses Algorithm 1, in which each iteration consists of writing
a data pattern to DRAM, pausing refresh for 2048ms, and then checking for retention failures.
New failures found by each data pattern each iteration are added to a running set representing
the total number of failures discovered so far. The ratio of failures discovered by each data
pattern to the total number of failures discovered by all data patterns together is plotted against
time.We see that failures continue to accumulate over time, as expected from Section 4.3.3, and
dierent data patterns uncover dierent fractions of failures. Of the six data patterns tested,
the random pattern (solid dark purple) discovers the most failing cells across all three vendors.
Observation 3: Unlike DDR3 DRAM [369], the random data pattern most closely approaches
full coverage after 800 iterations spanning 6 days, but it still cannot detect every failure on its
own.

Corollary 3: A robust proling mechanism should use multiple data patterns to attain a
high coverage of the set of failing cells.
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Figure 4.4: Coverage of unique retention failures discovered by dierent data patterns using
brute-force proling across 800 iterations spanning 6 days.

4.3.5 Individual Cell Failure Probability

We experimentally study the retention characteristics of individual DRAM cells. We nd that
each cell’s probability of retention failure follows a normal distribution with respect to the
refresh interval. Figure 4.5(a) shows the eect of changing the refresh interval (shown nor-
malized from between 64ms and 4096ms to 𝑥 = 0.00s) on the probability of retention failure
for almost all of the failing cells from a representative DRAM chip of Vendor B.1 Each curve
represents the failure cumulative distribution function (CDF) of a single cell, with failure prob-
abilities of 0.0 and 1.0 representing 0% and 100% incorrect reads out of 16 total test iterations,
respectively. All distributions’ means are normalized to 𝑥 = 0.00s in order to highlight the sim-
ilarity in failure pattern between dierent cells. We see that due to the normally-distributed
failure probability of each cell, every cell becomes more likely to fail at longer refresh intervals.

Figure 4.5(b) shows a histogram of the standard deviations of each cell’s unique failure
distribution. We nd that the standard deviations follow a tight lognormal distribution, with
the majority of cells having a standard deviation of less than 200ms at these conditions.2 This

1Cells exhibiting VRT behavior (∼2% of all cells for these conditions) are excluded from this plot, for ease of
explanation.

2Note that this is not the same result as the well-known lognormal distribution of the number of retention
failures with respect to refresh interval [191, 362]. Our observation is that the spread of each individual cell
failure distribution is lognormally-distributed as opposed to the overall number of failing cells at dierent refresh
intervals.
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means that slightly extending the refresh interval results in signicantly increasing the failure

probability of almost all cells, which makes cells with low failure probabilities easier to detect.
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Figure 4.5: (a) Individual cells fail with a normally-distributed cumulative distribution func-
tion with respect to refresh interval (CDF means are normalized to x = 0.00s) and (b) their
standard deviations follow a lognormal distribution (right). This data is taken from a sin-
gle representative chip of Vendor B at 40◦C and base refresh intervals ranging from 64ms to
4096ms.

We can explain the shape of these distributions using circuit-level DRAM characteristics.
As described in Section 2.1, the DRAM cell read process requires sense ampliers to resolve
the direction of a shift in bitline voltage. This shift is known as the sense amplier voltage o-

set, and due to various manufacturing variations, the magnitude of this shift across dierent
cells is found to be normally distributed [362, 593]. While using an extended refresh interval,
DRAM cell leakage causes some cells’ voltage osets to be too small to resolve correctly, caus-
ing the sense amplier to probabilistically read an incorrect value. Therefore, our observation
of normally-distributed failure probabilities for all cells (Figure 4.6(a)) is a direct consequence
of the normal distribution of the sense amplier voltage osets. Furthermore, Li et al. [362]
nd that leakage components in DRAM cells follow lognormal distributions, which we hy-
pothesize is responsible for our observation of lognormally-distributed standard deviations
(Figure 4.6(b)). Given that dierent cells leak at lognormally-distributed rates, we would ex-
pect the length of time that a cell’s charge is within the noise margin of the sense amplier to
also be lognormally distributed.

We extend this analysis to dierent temperatures, and we aggregate the normal distribu-
tion t parameters (`, 𝜎) for each failing cell into the distributions shown in Figure 4.6 (a) and
(b), respectively. We see that at higher temperatures, the distributions for both the means and
standard deviations shift left. This means that on average, cell retention times shift to lower
values and their failure distribution becomes narrower around that retention time.We can take
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advantage of this observation by proling not only at a longer refresh interval, but also at a
higher temperature, thus ensuring that a large majority of the cells observed to inconsistently

fail at the target refresh interval and temperature are very likely to fail at the (longer) proling
refresh interval and the (higher) proling temperature. Observation 4: Cells that inconsis-
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Figure 4.6: Distributions of individual cells’ normal distribution parameters (`, 𝜎) over dier-
ent temperatures taken from a representative chip from Vendor B. We see that both distri-
butions shift left with increasing temperature, which means that an increase in temperature
causes individual cells to both fail at a lower refresh interval and also exhibit a narrower
failure probability distribution.

tently fail at the target conditions may bemissed with brute-force proling, but are more likely
to be found when proling at a longer refresh interval and/or a higher temperature.

Corollary 4: In order to nd failures quickly and consistently, we should prole at a longer
refresh interval or a higher temperature.

By combining the normal distributions of individual cell failures from a representative
chip of Vendor B, we obtain the data in Figure 4.7, which shows the failure probability for the
combined distribution over dierent temperatures and refresh intervals. The dashed regions
represent the combined standard deviation for each tested temperature, and the solid black
curve in-between represents the combined mean. From this data, we draw two major conclu-
sions: 1) at a higher temperature or a longer refresh interval, the typical cell is more likely to
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fail, and 2) raising the temperature and extending the refresh interval have similar eects on
cell failure probability (e.g., at 45◦C, a 1s change in refresh interval has a similar eect to a
10◦C change in temperature).
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Figure 4.7: Eect of manipulating temperature/refresh interval on the combined normal dis-
tribution of failing cells from a representative chip from Vendor B. Dashed regions represent
the combined standard deviation and the central line represents the combinedmean for each
tested temperature.

4.4 Reach Profiling

Reach proling accelerates the process of nding the set of DRAM cells that experience re-
tention failures by proling DRAM under conditions that increase the likelihood of failure,
called reach conditions. This enables the proler to discover the failures much more quickly,
leading to a signicant reduction in overall proling runtime. Given a set of desired target

conditions consisting of a target refresh interval and a target operating temperature, the key
idea of reach proling is to prole at reach conditions, a combination of a longer refresh interval
and a higher temperature relative to the target conditions. As experimentally demonstrated in
Section 4.3.5, each DRAM cell is more likely to fail at such reach conditions than at the target
conditions. While this enables reach proling to attain high failure coverage (i.e., the ratio of
correctly identied failing cells over the total number of failing cells at the target conditions),
it also causes reach proling to have false positives (i.e., failing cells at the reach conditions
that do not fail at the target conditions), leading to more work for a retention failure mitiga-
tion mechanism that is used to correct the retention failures (including false positives). More
work done by the mitigation mechanism leads to higher overhead in terms of performance,
energy, or area. This results in a complex tradeo space between the choice of reach conditions
and the resulting proling coverage, false positive rate, and runtime.
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Given this complex tradeo space, we need to address three key questions to develop an
eective implementation of reach proling:

1. What are the desirable reach conditions?

2. Given the continuous accumulation of new failures (e.g., due to VRT), how long does a
retention failure prole remain useful (i.e., how often must we reprole)?

3. What information does the proler need in order to determine desirable reach conditions
for a given system?

We explore the answers to these questions in the rest of this section. Then, in Section 4.5, we
use our exploration to develop REAPER, a robust implementation of reach proling.

4.4.1 Desirable Reach Conditions

The three key metrics of proling, coverage, false positive rate, and runtime (Section 4.1.2),
lead to contradictory optimization goals. While an ideal conguration would achieve high
coverage, low false positive rate, and low runtime, we nd that there is a large tradeo space
involving these three goals. Using experimental data, we demonstrate the large scale of the
tradeo space inherent in reach proling and show the eects of changing the refresh interval
and the temperature on the three key proling metrics. We present data for interesting choices
of reach conditions and analyze the results to show how the proling system can make a
reasonable choice.

Manipulating Refresh Interval and Temperature

Figure 4.8 demonstrates the eect of choosing dierent reach proling conditions on failure
coverage and false positive rate for a representative chip. In order to perform this analysis,
brute-force proling is conducted at regularly spaced points throughout the graphs in Fig-
ure 4.8 using 16 iterations of 6 dierent data patterns and their inverses as per Algorithm 1.
Each point in the graph space is then treated as a target condition with all other points as its
reach conditions. This results in a distribution of coverage/false positive rates for every delta
temperature/refresh interval combination.

We nd that these distributions are highly similar for each delta temperature/refresh inter-
val combination, with standard deviations of less than 10% of the data range for both coverage
and false positive rate. This allows us to use the means of these distributions to reasonably
demonstrate the overall eect of manipulating the temperature and/or refresh interval inde-
pendently of a particular target refresh interval. We show these means in Figure 4.8, with
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(𝑥,𝑦) = (0.00, 0) eectively representing any target refresh interval and all other points in the
gure representing its reach conditions. The contours represent the coverage (top graph) and
false positive rate (bottom graph).3 As these two graphs show, by increasing the refresh inter-
val and/or temperature, we can obtain a higher failure coverage (Figure 4.8, top), as expected
given the individual cell failure probability analysis in Section 4.3.5. However, this also results
in an increase in the false positive rate (Figure 4.8, bottom). Thus, there is a direct tradeo
between coverage and false positive rate.

Proling runtime is more dicult to evaluate since it depends on 1) the proling refresh
interval, 2) number of proling iterations (see Algorithm 1), and 3) overheads of reading and
writing the data patterns to all of DRAM.We experimentally nd that the amount of time taken
to read/write data to all DRAM channels and check for errors is slightly less than 250ms for
our evaluated chips. So, we assume a xed overhead of 250ms per proling iteration per data
pattern tested. Figure 4.9 shows the results of such an analysis for a representative chip where
(𝑥,𝑦) = (0.00, 0) represents proling at the target conditions (i.e., brute-force proling) and all
other points show the results of reach proling with the same analysis as in Figure 4.8. Here,
each contour curve shows the proling runtime at dierent reach conditions, all normalized to
the runtime at the target refresh interval (i.e., brute-force proling runtime). Proling runtime
is determined by the number of proling iterations required to achieve over 90% coverage.

We see that we can obtain drastic proling runtime speedups by aggressively increasing
the reach conditions (e.g., +0.5s, +5◦C), but from Figure 4.8, we know that this will result in a
very high number of false positives (e.g., over 90% false positive rate). Although the runtime
numbers in Figure 4.9 assume a xed coverage, we observe the same trends across dierent
coverage requirements. Therefore, we conclude that high coverage and low runtime are gen-
erally competing goals to low false positive rates, and choosing a good set of reach conditions
at which to prole depends on the user’s and the system’s requirements and failure mitigation
capabilities.

We repeat this analysis for all 368 of our DRAM chips and nd that each chip demon-
strates the same trends, showing that the same tradeo analysis we have done for Figures 4.8
and 4.9 also applies to every other chip we tested. In the following section, we analyze the data
presented here and determine how to select a desirable set of reach conditions.

Choice of Desirable Parameters

The exact choice of reach conditions depends on the overall system design and its particular
optimization goals. For example, in a highly latency-sensitive system, the primary goal may

3The contours are not perfectly smooth due to variations in the data resulting from small shifts (<0.25◦C) in
temperature throughout testing and the probabilistic nature of retention failures, including VRT eects.
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Figure 4.8: Failure coverage (top) and false positive rates (bottom) as a result of dierent
choices of reach proling conditions for a representative chip from Vendor B. Contours rep-
resent coverage (top) and false positive rate (bottom) obtained relative to brute-force proling
at (x, y) = (0.00, 0).

be to minimize proling runtime, in which case giving up a low false positive rate to obtain a
low proling runtime may be necessary. On the other hand, if the retention failure mitigation
mechanism in use is intolerant to high false positive rates (e.g., discarding all DRAM rows
containing failing cells), a low false positive rate may be the primary design goal. In general,
the system designer should take these factors into account and make the best tradeo for the
target system.

However, although the exact choice of reach conditions depends on the system goals, we
observe from Figures 4.8 and 4.9 that higher coverage and higher runtime are directly and
positively correlated, and both come at the expense of false positives. This means that when
selecting suitable reach proling conditions, the system designer can feasibly select as high
a refresh interval/temperature as possible that keeps the resulting amount of false positives
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Figure 4.9: Proling runtime as a result of dierent choices of reach conditions for a repre-
sentative chip from Vendor B. Contours represent proling runtime relative to brute-force
proling at (x, y) = (0.00, 0).

tractable. This approach primarily relies on identifying the cost of false positives for the par-
ticular system in question, possibly sacricing the ability to handle a large number of false
positives in favor of low proling runtime.

As a concrete example, from studying data similar to those presented in Figures 4.8 and
4.9 averaged across all 368 chips, we nd that for 99% coverage at a modest 50% false positive
rate, we attain a proling runtime speedup of 2.5x over the brute-force mechanism when we
extend the refresh interval by 250ms. We nd that we can push the speedup to over 3.5x while
maintaining the same level of coverage by either increasing the temperature or lengthening the
refresh interval even further, but such aggressive reach proling conditions result in greater
than 75% false positive rates.

4.4.2 Online Profiling Frequency

In order to enable a longer refresh interval, we not only have to provide a way to prole for
retention failures, but also have to guarantee that retention failure proling provides sucient
coverage to prevent erroneous system operation. Given failures that are missed by proling
due to less-than-100% coverage and non-zero new failure accumulation rates (Section 4.3.3),
we need amethod bywhich to estimate prole longevity, i.e., the amount of time before a prole
is no longer correct (i.e., when reproling becomes necessary). In this section, we analyze the
types of errors that can be missed by proling and present a theoretical model for allowable
error rates and prole longevity.
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Failures Missed by Profiling

Retention failure proling can only capture cells that fail at the proling conditions. Cells
missed during proling due to DPD eects (Section 4.3.4) and newly-failing cells that did not
fail during proling due to environmental factors (e.g., temperature shifts, soft errors) or due
to VRT eects (Section 4.3.3) cannot be observed by proling. Prior works acknowledge that
there will inevitably be failures that are missed by proling and argue that some form of ECC is

necessary to allow safe operation with a longer refresh interval [282, 369, 480]. Our observation
of continuously-accumulating new failures in LPDDR4 DRAM chips (Section 4.3) leads us to
agree with this argument for the use of ECC. Thus, in order to enable online proling, we need
to determine 1) what error rates can be tolerated by an ECC-based system and 2) at what point
the accumulated failures will exceed the correction capability of ECC and require reproling.

Allowable Errors and Tolerable Error Rates

In order to estimate the probability of system failure given DRAM retention errors in the pres-
ence of various types of error correction codes (ECC), we estimate the error rate as observed by
the system, called the uncorrectable bit error rate (UBER), as a function of the raw bit error rate
(RBER), dened as the ratio of failing DRAM cells. We dene system failure as exceeding an
UBER of 1) 10−15 for consumer applications [400] and 2) 10−17 for enterprise applications [501].

Given a general system using 𝑘-bit ECC (with 𝑘 = 0 dened as no ECC, 𝑘 = 1 as SECDED
ECC [381], etc.) and an ECCword size of𝑤 , we dene the UBER as the probability of observing
an error in a single DRAM ECC word, normalized to the number of bits per ECC word:

UBER =
1
𝑤
P[uncorrectable error in a𝑤-bit ECC word] (4.2)

We obtain an uncorrectable error in an ECC word when we have an 𝑛-bit error ∀ 𝑛 > 𝑘 . This
means that we can expand Equation 4.2 in terms of 𝑛:

UBER =
1
𝑤

𝑤∑︁
𝑛=𝑘+1

P[𝑛-bit failure in a𝑤-bit ECC word] (4.3)

representing the sum of the probabilities of all possible 𝑘-bit ECC uncorrectable errors. In par-
ticular, for 𝑘 = 0 and 𝑘 = 1, we have 0 and 8 additional bits per 64-bit data word, respectively.
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For these cases, Equation 4.3 takes the form:

UBER(𝑘 = 0) = 1
64

64∑︁
𝑛=1

P[𝑛-bit failure in a 64-bit ECC word]

UBER(𝑘 = 1) = 1
72

72∑︁
𝑛=2

P[𝑛-bit failure in a 72-bit ECC word]
(4.4)

The probability of an 𝑛-bit error in a 𝑘-bit word can be modeled by a binomial distribution,
assuming that DRAM retention failures are independent and randomly distributed, as has been
shown in previous work [37, 571]. Given that these assumptions hold, we can use the RBER 𝑅

as the probability of a single-bit failure within DRAM, and expand the probability of an 𝑛-bit
failure in a 𝑘-bit ECC word using a binomial distribution in terms of 𝑅:

P[𝑛-bit failure in a w-bit ECC word] =
(
𝑤

𝑛

)
𝑅𝑛 (1 − 𝑅)𝑤−𝑛 (4.5)

Putting the pieces together, we arrive at:

UBER =
1
𝑤

𝑤∑︁
𝑛=𝑘+1

(
𝑤

𝑛

)
𝑅𝑛 (1 − 𝑅)𝑤−𝑛 (4.6)

Table 4.1 summarizes the maximum tolerable RBER for a target UBER of 10−15, for various
choices of ECC strength. In order to provide comparison points, the table also translates the
tolerable RBER into actual number of tolerable bit errors for various DRAM sizes. Thus, for any

ECC Strength
No ECC SECDED ECC-2

Tolerable RBER 1.0 × 10−15 3.8 × 10−9 6.9 × 10−7

512MB 4.3 × 10−6 16.3 3.0 × 103
1GB 8.6 × 10−6 32.6 5.9 × 103
2GB 1.7 × 10−5 65.3 1.2 × 104
4GB 3.4 × 10−5 130.6 2.4 × 104

#
To

le
ra
bl
e

B
it
Er

ro
rs

8GB 6.9 × 10−5 261.1 4.7 × 104

Table 4.1: Tolerable RBER and tolerable number of bit errors for UBER = 10−15 across dierent
ECC strengths for selected DRAM sizes

target UBER, we can compute the tolerable RBER, and hence themaximum number of cells that
can be allowed to escape (i.e., not be detected by) our retention failure proling mechanism
while still maintaining correct DRAM operation. By applying the maximum tolerable RBER
to the RBER at any desired target refresh interval, we can directly compute the minimum
coverage required from a proling mechanism in order for the retention failure mitigation
mechanism to guarantee correct system operation.
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Profile Longevity

Given the maximum tolerable number of retention failures 𝑁 provided by Table 4.1, the num-
ber of failures𝐶 missed by proling due to imperfect proling coverage, and the accumulation
rate𝐴 of new failures as measured in Section 4.3.3, we can estimate𝑇 , the length of time before
we need to reprole, as:

𝑇 =
𝑁 −𝐶
𝐴

(4.7)

For example, with a 2GB DRAM and SECDED ECC as the failure mitigation mechanism,
we can aord up to𝑁 = 65 failures while still maintaining correct DRAM operation. Assuming
an aggressive target refresh interval of 1024ms at 45◦C, we empirically observe 2464 retention
failures (Figure 4.1) and a new failure accumulation rate of 𝐴 = 0.73 cells / hour (Figure 4.3).
With 99% coverage, we compute 𝐶 = 24.6 ≈ 25 cells, and applying Equation 4.7, we obtain
𝑇 = 2.3 days. We can use a similar analysis to determine the prole longevity for any desired
conguration and choose an appropriate tradeo point between the dierent reach proling
parameters.

4.4.3 Enabling Reliable Relaxed-Refresh Operation

In order to determine good reach conditions at which to prole for a real system running at
a longer refresh interval than the default, we need to know two key pieces of information:
1) the particular retention failure mitigation mechanism in use, so that we can constrain the
reach proling tradeo space, and 2) detailed chip characterization data, in order to make
reliable estimates of reach proling benets and prole longevity, allowing us to determine
which point in the tradeo space will provide the best overall system performance/energy
improvement.

The choice of retention failuremitigationmechanism determines the hardware/energy/performance
overhead of managing failing cells, which determines how aggressively we can push the tar-
get/reach conditions before the system can no longer cope with the number of failures and
false positives. The mitigation mechanism therefore constrains both the target conditions (i.e.,
the resultant RBER without mitigation) and the maximum number of false positives, which in
turn restricts the range of the reach conditions.

Detailed chip characterization data (as in Figures 4.8 and 4.9) is necessary to produce accu-
rate estimates of all of the parameters of the actual system, including the expected RBER, the
prole longevity, the required coverage, and even the reach conditions themselves.While these
parameters can be estimated from general trends across many chips, the variations among
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dierent chips mean that truly reliable relaxed refresh operation requires estimating proling
parameters based on data from the actual chip.

Currently, DRAM vendors do not provide this data, but it would be reasonable for vendors
to provide this data in the on-DIMM serial presence detect (SPD) as done in [315]. Otherwise,
the user would have to characterize his/her own device. Even though a detailed characteri-
zation may take prohibitive amounts of time, a few sample points around the tradeo space
could provide enough information in conjunction with the general trends across many de-
vices to develop accurate estimations. However, the general problem of eciently obtaining
per-chip characterization data is itself an open research direction and is beyond the scope of
this work. Once these two critical pieces of information are available, the system designer
can decide what the best tradeo is between prole longevity, coverage, false positive rate,
and runtime according to his/her own system conguration. Despite the overall trend simi-
larities we observe between the DRAM chips we evaluate in Section 4.3, the optimal choice of
reach conditions depends on the particular system and its tradeos between cost, performance,
power, and complexity, and it is up to the user to determine the most suitable conguration
for his/her own needs.

4.5 REAPER: Example End-to-End Implementation

Reach proling provides a general-purpose retention failure proling methodology whose ex-
act use and design parameters (Section 4.4.3) depend on the error mitigation mechanism used
for reduced-refresh-rate operation. A system designer should utilize reach proling uniquely
depending on desired performance/energy targets and ease/overhead of implementation. For
example, the designer is free to choose where to implement the core proling algorithm (e.g.,
at the memory controller, the operating system, etc.), how to save and restore the state of
DRAM before and after a proling round (i.e., each individual instance of online proling con-
sisting of all iterations and data patterns), how to eciently prole large portions of DRAM
without signicant performance loss, etc. However, a thorough exploration of the design space
regarding the implementation of reach proling is beyond the scope of this paper.

In order to eectively present the insight behind the tradeos involved in reach prol-
ing, we provide and evaluate REAPER, a naïve (yet robust) example implementation of reach
proling that assumes a full-system pause each time retention failures are proled. REAPER
enables a variety of retention failure mitigation mechanisms [366,370,434,449,571,582] for re-
liable operation at longer refresh intervals. We experimentally validate that, even with these
worst-case assumptions, reach proling preserves a signicant amount of the benet of an
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ideal proling mechanism that has zero overhead while outperforming brute-force proling
in terms of both performance and power consumption.

4.5.1 REAPER Implementation

Reach proling requires the ability tomanipulate the DRAM refresh interval and/or the DRAM
temperature, both of which can be achieved with commodity o-the-shelf DRAM. REAPER
implements reach proling in rmware running directly in the memory controller. Each time
the set of retention failures must be updated, proling is initiated by gaining exclusive access
to DRAM. REAPER has the ability to manipulate the refresh interval directly, but for sim-
plicity, we assume that temperature is not adjustable (as shown in Section 4.3.5, manipulating
either the temperature or the refresh interval achieves the same eect). REAPER conducts
reach proling and stores the addresses of the failing cells it nds at locations dictated by the
retention failure mitigation mechanism of choice.4 At the completion of proling, REAPER
releases exclusive DRAM access and the system resumes normal operation. In the remain-
der of this section, we describe how this implementation of reach proling can be combined
with two example retention failure mitigation mechanisms from prior work to reduce refresh
operations.

REAPER Supporting ArchShield

As a demonstrative example, we combine REAPERwith ArchShield [434] to enable refresh rate
reduction. ArchShield requires a small amount of additional logic in the memory controller for
detecting accesses to known-faulty addresses, which are stored in 4% of DRAM in a reserved
segment known as the FaultMap. The REAPER rmware provides these faulty addresses via
periodically proling DRAM for retention failures following the methodology in Section 3.2.
All detected failures are stored into the FaultMap, which ArchShield accesses to determine
which failing addresses must be remapped.

REAPER Supporting Multi-Rate Refresh

In order to show REAPER’s exibility for integration with other retention failure mitigation
mechanisms, we describe REAPER working with RAIDR [370]. RAIDR groups DRAM rows
into dierent bins, according to the rows’ retention times, and applies dierent refresh rates

4Proling involves modifying the contents of DRAM. Data must be saved and restored before and after prol-
ing is run, respectively. While a naïve implementation may ush all DRAM data to secondary storage (e.g., hard
disk drive, SSD, NVM) or other parts of DRAM, a more ecient implementation could hide most or all of this
latency. Eciently implementing DRAM data save and restore is an orthogonal problem to this work. Therefore,
we do not take DRAM data save and restore overheads into account in our performance and energy evaluations.
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to each bin. REAPER enables RAIDR by periodically updating the Bloom lters using the set of
failures discovered each time proling is conducted. This enables the system to reduce the re-
fresh interval for most of the rows within DRAM, which results in overall system performance
increase and energy reduction.

4.5.2 Evaluation Methodology

Given that proling rounds require on the order of seconds or minutes (Section 4.5.3) and the
time between online proling rounds can be on the order of hours (Section 4.4.2), we cannot
feasibly simulate workloads in order to demonstrate latency eects due to online proling.
Instead, we simulate our workloads without the proling overhead and report performance
results using throughput in terms of instructions-per-cycle (IPC). We then use the following
model to compute overall system performance accounting for online proling overhead:

IPC_real = IPC_ideal × (1 − proling_overhead) (4.8)

where 𝐼𝑃𝐶_𝑖𝑑𝑒𝑎𝑙 is themeasured throughput of simulated workloads, and 𝑝𝑟𝑜 𝑓 𝑖𝑙𝑖𝑛𝑔_𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑
is the proportion of real system time spent in proling. Our proling overhead model as-
sumes worst-case congurations, pessimistically assuming that applications make zero for-
ward progress while proling. Our full system performance model roughly estimates the
worst-case performance degradation expected from an implementation of reach proling.

We use Ramulator [6,316] to evaluate performance andDRAMPower [3] to evaluate DRAM
power consumption. We simulate 20 multiprogrammed heterogeneous workload mixes, each
of which is constructed by randomly selecting 4 benchmarks from the SPEC CPU2006 bench-
mark suite [7]. Multi-core system performance is measured in terms of the weighted speedup
metric [145, 535]. We provide our evaluated system conguration in Table 4.2.

Processor 4 cores, 4GHz clock frequency, 3-wide issue, 8
MSHRs/core, 128-entry instruction window

Last-level Cache 64B cache line, 16-way, 8MB cache size

Memory Controller
64-entry read/write request queues, FR-FCFS
scheduling policy [493, 634], open/closed row
policy [313, 314] for single/multi-core

DRAM
LPDDR4-3200 [250], 4 channels, 1 rank, 8
banks/rank, 32K-256k rows/bank, 2KB row
buer

Table 4.2: Evaluated system conguration
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4.5.3 Performance and Energy Evaluation

We develop a detailed model for proling overhead, taking into account extra DRAM accesses
required for proling, latencies involved in reading/writing data patterns to DRAM, and time
consumed waiting for the extended refresh intervals. We use this model in conjunction with
Equation 4.8 to reliably estimate worst-case system performance impact and additional DRAM
power consumption. In this section, we present our 1) model for proling performance and
power consumption overhead for brute-force proling and reach proling, and 2) results for
end-to-end system performance and DRAM power consumption using brute-force proling,
reach proling, and the ideal proling mechanism that does not impact system performance
or power consumption. We nd that while proling power consumption overheads are very
low across a wide range of DRAM sizes and refresh intervals, proling performance overheads
become signicant for large DRAM chips and high online proling frequencies. In such cases
where proling performance signicantly impacts overall system performance, reach proling
maintains a large fraction of the benets of using a longer refresh interval (e.g., providing 14.8%
higher performance than brute-force proling on average for a 64Gb chip running at a 1280ms
refresh interval at 45◦C), as we show in Section 4.5.3.

Profiling Overhead

We model the overhead of online proling by accumulating the latencies of individual opera-
tions required to run a single round of proling.We assume that proling requires a full system
pause, with no useful work being done while the proler is running. One round of proling
consists of 𝑁it iterations, each of which consists of reading/writing DRAM with 𝑁dp dierent
data patterns. Our end-to-end runtime model is as follows:

𝑇prole = (𝑡𝑅𝐸𝐹𝐼 +𝑇wr DRAM +𝑇rd DRAM) ∗ 𝑁dp ∗ 𝑁it (4.9)

where𝑇𝑅𝐸𝐹𝐼 is the proling refresh interval that DRAM must wait with refresh disabled in or-
der to accumulate errors;𝑇𝑤𝑟 𝐷𝑅𝐴𝑀 is the time to write a data pattern into DRAM; and𝑇𝑟𝑑 𝐷𝑅𝐴𝑀

is the time to read DRAM and compare against the original data pattern. For 32 8Gb DRAM
chips with 𝑡𝑅𝐸𝐹𝐼 = 1024ms, 𝑇rd/wr DRAM = 0.125s†, 𝑁dp = 6, and 𝑁it = 6, we nd that 𝑇prole ≈
3.01 minutes, and for 32 64Gb chips, 𝑇prole ≈ 19.8 minutes.

In order to demonstrate the overall system performance degradation from proling, Fig-
ure 4.10 plots the proportion of overall system time spent proling for a variety of dierent

†This value is based on empirical measurements from our infrastructure using 2GB of LPDDR4 DRAM. We
scale this number according to DRAM size throughout our evaluation to account for the larger number of ac-
cesses.
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proling intervals and DRAM sizes assuming 16 iterations of brute-force proling at 1024ms
using 6 data patterns and their inverses. The x-axis represents the online proling frequency in
hours, and the y-axis shows the proportion of total system-time spent proling. To compare the
brute-force method against REAPER, we plot the performance overheads with hashed (brute-
force) and solid (REAPER) bars.We show results for the 2.5x proling runtime speedup of reach
proling over brute-force proling, found experimentally in Section 4.4.1. The dierently-
colored bars represent DRAM modules consisting of 32 individual DRAM chips, with each
chip ranging from 8Gb to 64Gb in size. We observe that at shorter proling intervals, the per-
formance degradation is prohibitively high and is exacerbated by larger DRAM chip sizes. For
example, we nd that for a proling interval of 4 hours and a 64Gb chip size, 22.7% of total
system time is spent proling with brute-force proling while 9.1% of time is spent proling
with REAPER.
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Figure 4.10: Total system time spent proling with REAPER and brute-force proling for
dierent online proling intervals using 32 DRAM chips, for dierent chip sizes.

In order to demonstrate the overall DRAM power overhead associated with proling, Fig-
ure 4.11 shows the total DRAM power required for proling across the same sweep of cong-
urations as Figure 4.10. Power consumption overhead is calculated using the average energy-
per-bit costs for dierent DDR commands obtained from our LPDDR4 DRAMPower model [3].
We estimate the number of extra commands required for proling and show the total DRAM
energy consumed for one round of proling divided by the online proling interval. The x-axis
represents the online proling frequency in hours, and the y-axis shows the DRAMpower con-
sumption in nanowatts. We see that power consumption has a strong dependence on DRAM
size and shows a similar scaling trend as proling performance overhead with respect to the
proling interval. However, the absolute power consumption is very low (on the order of
nanowatts), because the majority of proling runtime is spent waiting for retention failures
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to occur (i.e., the proling refresh interval) rather than actively accessing DRAM. We show in
Section 4.5.3 how proling itself results in negligible additional power in the DRAM system,
even in the extreme case of very frequent proling and large DRAM sizes.

1 2 4 8 16 32 64 128
online profiling interval (hours)

0

20

40

60

80

100

120

DR
AM

 p
ow

er
 c

on
su

m
ed

by
 p

ro
fil

in
g 

(n
W

)

REAPER
8Gb
16Gb

32Gb
64Gb

Brute-force
8Gb
16Gb

32Gb
64Gb

Brute-force
8Gb
16Gb

32Gb
64Gb

Figure 4.11: DRAM power consumption of REAPER and brute-force proling for dierent
online proling intervals using 32 DRAM chips, for dierent chip sizes

.

End-to-end System Evaluation Results

We evaluate the overall eects of REAPER on system performance and DRAM power con-
sumption by applying our proling overhead model to Equation 4.8. We compare REAPER
with both online brute-force proling and the ideal proling mechanism that incurs no per-
formance or energy overhead. The ideal mechanismmirrors the approach taken by priorworks
on refresh rate reduction [366,370,434,449,571,582], which assume that oine proling is suf-
cient. Considerable evidence against the suciency of oine proling is provided by both
prior work on DRAM characterization [282, 369] and our own observations (Sections 4.3.3
and 4.4.2). We exclude ECC-scrubbing based mechanisms from our evaluations due to their
passive approach to failure proling, which cannot guarantee failure coverage in the same
way as an active proling mechanism, as discussed in Section 3.2.

Figure 4.12 shows the results of this analysis, demonstrating the overall system perfor-
mance improvement (top) and DRAM power consumption reduction (bottom) due to operat-
ing with a longer refresh interval across all of our simulated workloads for a variety of DRAM
sizes each consisting of 32 individual DRAM chips of the specied capacity (8-64Gb). Each
triplet of boxes presents results for online brute-force proling, REAPER, and the ideal prol-
ing mechanism, in order from left to right. Results are shown for various lengthened refresh
intervals from 128ms to 1536ms and for the case of no refresh, which is shown as a single box.
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Figure 4.12: Simulated end-to-end system performance improvement (top) and DRAM power
reduction (bottom) over 20 heterogeneous 4-core workloads for dierent refresh intervals at
45◦C, taking into account online proling frequency and proling overhead.

For each refresh interval, the proling parameters used to compute overhead are obtained us-
ing the experimental data for failure rates at 45◦C as shown in Section 4.3. Prole longevity is
estimated in the best case for each conguration, assuming that the prolers achieve full cov-
erage each time they are run. This assumption is reasonable for prolers achieving high (e.g.,
99%) coverage and allows us to decouple the results from failure rates of specic DRAM chips.
Results are all normalized to the base performance or power consumption at the default refresh
interval of 64ms without proling. The boxes represent the distribution of benchmarks from
the 25th to the 75th percentiles, the whiskers show the data range, and the orange and black
lines represent medians and means, respectively. We make four major observations based on
these results.

First, REAPER enables a high performance improvement and a high DRAM power reduc-
tion by reliably increasing the refresh interval. REAPER enables 512ms as the best overall op-
erating point across all evaluated DRAM chip sizes, providing an average of 16.3% (maximum
27.0%) performance improvement and an average of 36.4% (maximum 47.4%) power reduction
for 64Gb chips. This is very close to the average performance gain of 18.8% (31.2% maximum)
and average power reduction of 41.3% (54.1% maximum) that comes with eliminating all re-
freshes (rightmost “no ref” bars).

Second, REAPER signicantly outperforms the brute-force mechanism, especially at high
refresh intervals (>= 1024ms). While the ideal proling mechanism enables increasing gains
with longer refresh intervals, both REAPER and brute-force proling overheads become more
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signicant for refresh intervals beyond 1024ms. This is due to the high VRT failure accu-
mulation rate (Section 4.3.3) at long refresh intervals, which requires a high online proling
frequency. However, at such high refresh intervals, REAPER preserves much more of the ideal
proling benet than does brute-force proling. For example, with 64Gb DRAM chips, at a
refresh interval of 1024ms, using REAPER provides 13.5% average (24.7%) maximum perfor-
mance improvement while using brute-force proling provides only 7.5% average (18% max-
imum) performance improvement. REAPER’s performance benet over brute-force proling
increases with longer refresh intervals because REAPER can sustain higher online proling
frequencies better, showing that REAPER is superior to brute-force proling. For refresh in-
tervals below 512ms, both REAPER and brute-force proling provide benets that are very
close to that of ideal proling since the performance overhead of both mechanisms is low.
This is due to the low VRT failure accumulation rate observed in Section 4.3.3 for short re-
fresh intervals, resulting in a high prole longevity. However, short refresh intervals do not

provide the full benets of employing longer refresh intervals, so we would like to enable as
high a refresh interval as possible with as low overhead as possible.

Third, REAPER enables high performance operation at very long refresh intervals that
were previously unreasonable to operate the system at. For refresh intervals longer than
512ms, the high online proling frequency means that proling overhead becomes signicant
(as supported by Figure 4.10), and this overhead eventually results in overall performance
degradation. At a refresh interval of 1280ms, the performance impact of proling becomes
clearly visible: using brute-force proling leads to overall system performance degradation (-
5.4% on average). However, REAPER still maintains signicant performance benet (8.6% on
average) at 1280ms, demonstrating that REAPER enables longer refresh intervals that were
previously unreasonable to operate the system at.

Fourth, both REAPER and brute-force proling have negligible impact on overall DRAM
power consumption across all refresh intervals and DRAM chip sizes. While Figure 4.11 shows
that REAPER consumes signicantly less power than brute-force proling at the same con-
guration, proling power consumption is a very small fraction of total DRAM power con-
sumption to begin with. This means that although the proling process has a large eect on
overall system performance, it does not contribute signicantly to DRAMpower consumption.
Thus, both REAPER and brute-force proling are eective at greatly reducing DRAM power
consumption by enabling a longer refresh interval.

We can use the results of Figure 4.12 to estimate the benets obtained by using any reten-
tion failure mitigation mechanism. For example, ArchShield [434] extends the default refresh
interval up to 1024ms at the cost of approximately 1% overall system performance (Section
5.1 of [434]). The overall system performance improvement can be estimated by subtracting
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ArchShield’s reported performance cost (in [434]) from the ideal proling performance gain
(in Figure 4.12), resulting in an overall performance improvement of 15.7% on average (28.2%
maximum) using 64Gb DRAM chips at a refresh interval of 1024ms. However, as we show the
need for an online proling mechanism (Section 4.4.2), the actual overall performance benet
must be adjusted to account for proling overhead. We observe performance improvements
of 6.5% on average (17% maximum) when ArchShield is combined with brute-force proling,
and 12.5% on average (23.7% maximum) when it is combined with REAPER. Thus, we nd that
using REAPER leads to an average performance improvement of 5.6% over using brute-force
proling. A similar analysis can be conducted using other state-of-the-art retention failure
mitigation mechanisms to estimate overall system speedup and DRAM power consumption.

We conclude that REAPER is an eective and low-overhead proling mechanism that en-
ables high-performance operation at very long refresh intervals (beyond 1024ms) that were
previously not reasonable to employ due to the high associated proling overhead. As a caveat
to the data presented in this section, it is important to note that Figures 4.10, 4.11, and 4.12 are
all based on specic assumptions (e.g., 45◦C temperature, 2.5x performance improvement of
reach proling vs. online brute-force proling, 32 chips per DRAM module, 100% coverage by
proling, 20 randomly-formed heterogeneous workload mixes) and we are not covering the
entire design space with these results. This means that there likely exist other conditions un-
der which REAPER may perform even better, including both dierent temperatures, at which
we would expect failure rates and therefore prole longevity to change, and varying system
requirements (e.g., choice of retention failure mitigation mechanism, target proling coverage
and false positive rate, target prole longevity, target UBER, etc.). These conditions may result
in dierent choices of reach proling parameters, which can lead to a higher-than-2.5x per-
formance improvement for reach proling over brute-force proling. This increase in reach
proling performance translates directly to reduction in proling overhead, which in turn
translates to even greater end-to-end system performance improvement and greater DRAM
power reduction than presented here.

4.6 Summary

In this chapter, we rigorously explore the complex tradeo space associated with DRAM re-
tention proling mechanisms using new experimental data from 368 modern LPDDR4 DRAM
chips. In an eort to develop a rigorous understanding of how retention failure proling can be
made viable for increasing the refresh interval, we experimentally characterize DRAM chips
at various temperatures and refresh intervals and analyze the probability of failure of dierent
cells in DRAM as well as tradeos of retention time proling. Following rigorous analysis of
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the collected data, we propose reach proling, a technique whose key idea is to prole DRAM
at a longer refresh interval and/or a higher temperature relative to the target refresh inter-
val/temperature in order to quickly discover an overwhelming majority of all possible failing
cells at the target conditions. We show that reach proling enables signicant system per-
formance improvement and DRAM power reduction, outperforming the brute-force approach
and enabling high-performance operation at longer refresh intervals that were previously un-
reasonable to employ due to the high associated proling overhead. We conclude that reach
proling can be an enabler for many past and future DRAM refresh reduction mechanisms.
We also hope that the new experimental characterization and the analysis of the data retention
characteristics of modern LPDDR4DRAMdevices presented herein will serve as an enabler for
others to develop new techniques to tackle the dicult yet critical problem of DRAM refresh.



Chapter 5

Understanding and Modeling
DRAM On-Die ECC

In the previous chapter, we present out experimental study of DRAM data-retention error
characteristics in DRAM chips without on-die ECC. In this chapter, we extend such studies
to DRAM chips with on-die ECC. Our goal in this chapter is to understand the relationship
between pre- and post-correction errors in a way that enables us to understand overcome the
barrier that on-die ECC poses for understanding DRAM pre-correction error characteristics.

5.1 Background and Motivation

DRAM has long since been a crucial component in computing systems primarily due to its low
cost-per-bit relative to alternative memory technologies [347, 420, 429, 434]. However, while
subsequent technology generations have substantially increased overall DRAM capacity, they
have not achieved comparable improvements in performance, energy eciency, and reliabil-
ity [91, 197, 347, 429]. This has made DRAM a signicant performance and energy bottleneck
in modern systems [420, 429].

To address this challenge, researchers propose a wide variety of solutions based on insights
and understanding about DRAM behavior gleaned from system-level DRAM error characteri-

zation studies [37, 89, 91, 94, 138, 164, 199, 201, 220, 267–269, 280, 282–284, 294–296, 305, 312, 343,
346, 369–371, 397, 449, 459, 460, 468, 480, 485, 505, 510, 540, 541, 545, 550, 551, 553, 558, 559, 571,
580, 590, 602]. These studies deliberately induce errors in a DRAM device by experimentally
testing the device at conditions that exacerbate physical DRAM error mechanisms (e.g., charge
leakage, circuit interference). The resulting errors directly reect the eects of the error mech-
anisms, providing researchers with insight into the physical properties that underlie DRAM
operation (e.g., data-retention, circuit timings, data-pattern sensitivity). Researchers can then
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exploit these insights to develop new mechanisms that improve DRAM and overall system
eciency.

Unfortunately, continued DRAM technology scaling heralds grave reliability concerns
going forward primarily due to increasing single-bit error rates that reduce manufactur-
ing yield [183, 211, 276, 347, 381, 397, 405, 434, 435, 510, 540, 541]. While manufacturers tra-
ditionally use redundant circuit elements (e.g., rows, columns) to repair manufacturing
faults [183, 212, 276, 384, 434, 538], mitigating growing single-cell error rates is no longer
tractable using circuit-level redundancy alone [405].

To maintain desired yield targets, DRAM manufacturers have recently supplemented
circuit-level redundancy with on-die error correction codes (on-die ECC)1 [276,405,434,435,448].
On-die ECC is completely invisible to the system [276, 435]: its implementation, encod-
ing/decoding algorithms, and metadata are all fully contained within the DRAM device and
provide no feedback about error detection and/or correction to the rest of the system. On-die
ECC is independent of any particular DRAM standard, and JEDEC specications do not con-
strain how the on-die ECC mechanism may be designed [250]. Since DRAM manufacturers
primarily employ on-die ECC to transparently improve yield, they do not publicly release the
ECC implementation details. Therefore, on-die ECC is typically not described in DRAM de-
vice datasheets, and neither publications [109,270,276,330,331,448] nor whitepapers [229,405]
provide details of the ECC mechanism for a given product.

5.1.1 Motivation: On-Die ECC’s Impact on Studies

Unfortunately, on-die ECC has dire implications for DRAM error characterization studies
since it censors the true errors that result from physical error mechanisms inherent to DRAM
technology. For a device with on-die ECC, we observe only post-correction errors, which do
not manifest until pre-correction error rates exceed the ECC’s correction capability. However,
the way in which the ECC mechanism transforms a specic uncorrectable error pattern is
implementation-dened based on the mechanism’s design, which is undocumented, propri-
etary, opaque, and possibly unique per product. Thus, on-die ECC eectively obfuscates the
pre-correction errors such that they cannot be measured simply by studying post-correction
errors without knowing the ECC scheme.

Figure 5.1 demonstrates the dierences in the observed data-retention bit error rate (BER)
(y-axis) for dierent on-die ECC schemes (explained in Section 2.4.1) given the same pre-

correction BER (x-axis). We generate this data in simulation using EINSim, which is described
in detail in Section 5.3. We see that the observed error rates are dependent on the particular

1Also known as in-DRAM ECC and integrated ECC.
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ECC scheme used, and without knowledge of which ECC scheme is used in a given device,
there is no easy way to tie the observed error rates to the pre-correction error rates.
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Figure 5.1: Observed vs. pre-correction data-retention bit error rate (BER) for various ECC
schemes (color) and no ECC (black) assuming 256 data bits written with RANDOM data (simu-
lated).

This means that post-correction errors may not follow expected, well-studied distributions
based on physical error mechanisms (e.g., exponential temperature dependence of charge leak-
age rates [35, 191, 369], lognormal retention-time distributions [191, 362, 370, 468]) but rather
device-architecture-specic shapes that cannot be reliably compared with those from a device
with a dierent ECC scheme. We discuss and experimentally demonstrate the implications of
this observation in Sections 6.2 and 5.6, respectively.

5.1.2 Overview of Error Inference (EIN)

Thus, on-die ECC eectively precludes studyingDRAMerrormechanisms,motivating the need
for a DRAM error characterization methodology that isolates the eects of intrinsic DRAM
behavior from those of the ECCmechanism used in a particular device. To this end, our goal in
this work is to overcome the barrier that on-die ECC presents against understanding DRAM
behavior inmodern deviceswith on-die ECC. To achieve this goal, we develop Error-correction
INference (EIN), a statistical inference methodology that uses maximum a posteriori (MAP)
estimation to 1) reverse-engineer the ECC scheme and 2) infer the pre-correction error rates
from only the observed post-correction errors. We follow a methodical four-step process:

First, we tackle the unique reverse-engineering problem of determining the on-die ECC
schemewithout any visibility into the error-correction algorithm, the redundant data, or the lo-
cations of pre-correction errors. Our approach is based on the key idea that even though ECC
obfuscates the exact locations of the pre-correction errors, we can leverage known statistical
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properties of pre-correction error distributions (e.g., uniform-randomness [37, 295, 468, 526])
in order to disambiguate the eects of dierent ECC schemes (Section 5.2).

We develop statistical models to represent how a given pre-correction error distribution
will be transformed by an arbitrary ECC scheme (Section 5.2.1). Our models are parameterized
by i) the desired ECC scheme and ii) statistical properties of the pre-correction error distribu-
tion. We then formulate the reverse-engineering problem as a maximum a posteriori (MAP)
estimation of the most likely model given experimental data from real devices (Section 5.2.4).

Second, in order to compute several expressions in our statistical models that are dicult
to evaluate analytically, we develop EINSim [4], a exible open-source simulator that numer-
ically estimates the error-detection, -correction, and -miscorrection eects of arbitrary ECC
schemes for dierent pre-correction error distributions (Section 5.3). EINSim models the life-
time of a given ECC dataword through the encoding, error injection, and decoding processes
faithful to how these steps would occur in a real device (Section 5.3.1). To ensure that EINSim
is applicable to a wide range of DRAM devices and standards, we design EINSim to be modu-
lar and easily extensible to additional error mechanisms and distributions. Third,we perform
the rst experimental study of DRAM devices with on-die ECC in open literature and demon-
strate how EIN infers both: i) the on-die ECC scheme and ii) the pre-correction error rates. We
study the data-retention characteristics of 232 (82) state-of-the-art LPDDR4 DRAM devices
with (without) on-die ECC from one (three) major DRAM manufacturers across a wide vari-
ety of temperatures, refresh rates, and test patterns. To accurately model pre-correction errors
in EINSim, we rst reverse-engineer:

• The layout and dimensions of internal DRAM cell arrays.

• The locations and frequency distribution of redundant DRAM rows used for post-
manufacturing repair.

Applying EIN to data from devices with on-die ECC, we:

• Find that the on-die ECC scheme is a single-error correction Hamming code [193] with
(𝑛 = 136, 𝑘 = 128, 𝑑 = 3).

• Show that EIN can infer pre-correction error rates given only post-correction errors.

Fourth, we demonstrate EIN’s usefulness by providing a proof-of-concept experimental
characterization study of the data-retention error rates for the DRAMdevices with on-die ECC.
We test across dierent refresh intervals and temperatures to show that EIN eectively enables
inferring the pre-correction error rates, which, unlike the ECC-obfuscated post-correction er-
ror rates, follow known shapes that result from well-studied device-independent error mech-
anisms.
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5.1.3 Applicability of EIN

EIN allows researchers to more holistically study the reliability characteristics of DRAM de-
vices with on-die ECC by exposing the pre-correction error rates beneath the observed post-
correction errors. This enables researchers to propose new ideas based on a more general un-
derstanding of DRAM devices. To demonstrate how EIN may be useful, we provide: 1) several
examples of studies and mechanisms that EIN enables and 2) a discussion about the implica-
tions of continued technology scaling for future error characterization studies.

5.1.4 Example Applications

Weprovide several examples of potential studies andmechanisms that are enabled by knowing
pre-correction error rates, which on-die ECC masks and EIN reveals:

• Runtime Error Rate Optimization: A mechanism that intelligently adjusts oper-
ating timings/voltage/frequency to meet dynamically changing system perfor-
mance/energy/reliability targets (e.g., Voltron [94], AL-DRAM [343], AVA-DRAM [344],
DIVA-DRAM [346]) typically needs to prole the error characteristics of a device for
runtime decision-making. If the particular ECC scheme is known (e.g., using EIN), such
a mechanism can leverage device-independent DRAM error models for decision-making
and quickly interpolating or extrapolating “safe” operating points rather than having
to: (1) use complex, likely non-parametric, device-specic models for each supported
ECC scheme or (2) characterize each device across its entire region of operation.

• Device Comparison Studies: EIN enables fair comparisons of DRAM error characteristics
between devices with dierent (and without) on-die ECC mechanisms. This is useful for
studying the evolution of error characteristics over time, which provides insight into the
state of the industry and future technology trends. With DRAM error rates continuing
to worsen (discussed in Section 5.1.5), such studies can help predict how much worse
future devices may be and how well current/future error-mitigation mechanisms will
cope.

• Reverse-Engineering Other ECCs: As we discuss in Section 5.3.6, EIN is applicable to
other systems (e.g., rank-level ECC, Flash memory) whose ECC schemes are typically
also proprietary. Reverse-engineering their ECC schemes can be useful for various rea-
sons [74,115,117,157,596], including failure analysis, security evaluation, forensic anal-
ysis, patent infringement, and competitive analysis. For these systems, EIN may pro-
vide a way to reverse-engineer the ECC scheme without requiring hardware intru-
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sion or internal access to the ECC mechanism as typically required by previous ap-
proaches [115, 568, 569, 596] (discussed in Section 3.1.1).

We hope that future work will use EIN well beyond these use cases and will develop new
characterization-driven understanding of devices with on-die ECC.

5.1.5 Applicability to Future Devices

Despite its energy and reliability benets, on-die ECC does not fundamentally prevent error
rates from increasing. Therefore, future DRAM devices may require stronger error-mitigation
solutions, further obfuscating pre-correction error rates and making error characterization
studies even more dicult.

Similarly, other memory technologies (e.g., Flash [74, 78], STT-MRAM [233, 328, 630],
PCM [339,340,481,512,598], Racetrack [619], RRAM [597]) suer from ongoing reliability con-
cerns, and characterizing their error mechanisms requires surmounting any error-mitigation
techniques they use. EIN takes a rst step towards enabling a holistic understanding of devices
whose error characteristics are not directly visible, and we hope that future work leverages
this opportunity to develop new mechanisms to tackle the reliability challenges that lie ahead.

5.2 Statistically Modeling DRAM and ECC

We begin by formalizing the relationship between pre- and post-correction error distributions
and expressing reverse-engineering as a maximum a posteriori (MAP) estimation problem.
Our approach is grounded on the key idea that pre-correction errors arise from physical error
mechanisms with known statistical properties, and because dierent ECC schemes transform
these distributions in dierent ways, we can use what we know about both the pre- and post-
correction error distributions to disambiguate dierent ECC schemes. This section provides a
step-by-step derivation of EIN, the statistical inference methodology we propose in this work.

5.2.1 Statistically Modeling Error Correction Codes

Consider an ECC mechanism implementing an (𝑛, 𝑘, 𝑑) binary block code as illustrated in Fig-
ure 5.2. The ECC encoding algorithm 𝑓𝑒𝑛𝑐, 𝐸𝐶𝐶 transforms a dataword 𝑤 out of the set of all
possible datawords W = Z𝑘2 into a valid codeword 𝑐 out of the set of all possible valid code-
words C ⊂ Z𝑛2 . Likewise, the decoding algorithm 𝑓𝑑𝑒𝑐, 𝐸𝐶𝐶 transforms a codeword 𝑐′ (potentially
invalid due to errors) out of the set of all possible codewords C′ = Z𝑛2 into a corrected dataword
𝑤 ′ out of the set of all possible corrected datawordsW′ = Z𝑘2 .
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CPU
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Figure 5.2: Illustration of an on-die ECC mechanism implementing an (𝑛, 𝑘, 𝑑) binary block
code.

𝑓𝑑𝑒𝑐, 𝐸𝐶𝐶 can be thought of as a deterministic mapping2 from the nite set of inputs C′ to a
nite set of outputsW′:

𝑓𝑑𝑒𝑐, 𝐸𝐶𝐶 : C′ ↦→W′ (5.1)

This means that for a particular ECC scheme 𝑓𝑖 , the probability of observing output 𝑤 ′ is
determined by the probabilities that its corresponding inputs {𝑐′𝑗 ∈ C′, ∀𝑗 : 𝑓𝑑𝑒𝑐, 𝑖 (𝑐′𝑗 ) = 𝑤 ′}
occur:

P𝑓𝑖 [𝑤 ′] =
∑︁

∀𝑗 : 𝑓𝑑𝑒𝑐, 𝑖 (𝑐 ′𝑗 )=𝑤 ′
P[𝑐′𝑗 ] (5.2)

From this perspective, if we know both 1) the ECC scheme 𝑓𝑖 and 2) the frequency distribution
of all possible input values 𝑐𝑘 , we can calculate the corresponding distribution of all possible
output values.3 Inverting this relationship, if we experimentally measure the frequency distri-
bution of output values from a real device, we can determine the probability of having made
such observations given 1) a suspected ECC scheme and 2) an expected frequency distribu-
tion of all possible inputs. Section 5.2.3 describes what we know about pre-correction error
distributions and how we leverage this knowledge to disambiguate dierent suspected ECC
schemes.

5.2.2 Experimental Observables

Solving Equation 5.2 requires measuring the relative frequency distribution of post-correction
datawords (i.e.,𝑤 ′𝑖 ). For example, if we use 64-bit datawords, we have 264 unique datawords. Un-
fortunately, a single DRAM device has on the order ofmillions of datawords, which is nowhere
near enough to obtain a representative sample of the full distribution.

Instead, we divideW′ into 𝑁 + 1 subsets,W′𝑛 , which each comprise all possible datawords
2While non-deterministic encoding/decoding algorithms exist, they are typically not used with the simple

ECCs found in DRAM. If more complex ECCs must be considered (e.g., LDPC [74, 116]), our models can be
extended to treat the encoding/decoding functions as probabilistic transformations themselves.

3Note that since ECC decoding is generally not injective (i.e., multiple codewords maymap to a single decoded
dataword), we cannot determine exactly which input produced an observed output.
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with 𝑛 ∈ [0, 𝑁 ] errors. Using this approach, a relative frequency distribution of the W′𝑛 con-
tains only 𝑁 + 1 categories, and even a single DRAM device contains more than enough sam-
ples to obtain a representative distribution. Experimentally, measuring the number of errors
in each dataword simply requires counting errors.4 We can then rewrite Equation 5.2 in terms
of the subsetsW′𝑛:

P𝑓𝑖 [𝑤 ′ ∈ W′𝑛] =
∑︁

∀𝑗 : 𝑓𝑑𝑒𝑐, 𝑖 (𝑐 ′𝑗 )∈W ′
𝑛

P𝑓𝑖 [𝑐′𝑗 ] (5.3)

Unfortunately, this approach requires knowing the exact layout of ECC words in memory.
This may be dicult since multiple bits are read/written together at the granularity of a burst
(Section 2.1.1), and each burst may contain one or more ECC words with an arbitrary bit-to-
ECC-word mapping.

To circumvent this problem, we instead consider the probability of observing 𝑛 errors per
burst, where each burst comprises dataword(s) from one or more ECC schemes. Mathemat-
ically, the total number of errors in a burst is the sum of the individual per-dataword error
counts and is computed by convolving the per-dataword error-count distributions. Counting
errors at burst-granularity is independent of the layout of ECC words within a burst assum-
ing that ECC words are contained within burst boundaries so that bursts can be read/written
independently. However, if a dierent design is suspected, even longer words (e.g., multiple
bursts) may be used as necessary.

5.2.3 Statistically Modeling DRAM Errors

To estimate the relative frequencies of the pre-correction codewords 𝑐′𝑗 ∈ C′, we exploit
the fact that errors arise from physical phenomena that follow well-behaved statistical
distributions. Throughout this work, we focus on data-retention error distributions since
they are well-studied and are easily reproduced in experiment. However, EIN is applica-
ble to any experimentally-reproducible error distribution whose statistical properties are
well-understood (e.g., reduced activation-latency [91, 294–296, 343, 346], reduced precharge-
latency [91, 550, 551], reduced voltage [94], RowHammer [312, 422, 426]).

As described in Section 2.2.5, data-retention errors occur when a charged cell capacitor
leaks enough charge to lose its stored value. This represents a “1” to “0” error for a charged
true-cell (i.e., programmed with data “1”), and vice-versa for an anti-cell [115, 312, 369]. Due
to random manufacturing-time variations [134, 305, 312, 343, 344, 362, 626], certain cells are
more prone to data-retention errors than others [191, 276, 305, 369, 370, 571]. Furthermore, ab-

4There is no fundamental reason for this choice beyond experimental convenience; if another choice is made,
our analysis still holds but will need to be modied to accommodate the new choice of W ′

𝑛 .
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solute data-retention error rates depend on operating conditions such as refresh timings, data
patterns, ambient temperature, and supply voltage. Through extensive error characterization
studies, prior works nd that, for a xed set of testing conditions (e.g., 𝑡𝑅𝐸𝐹𝑊 , temperature),
data-retention errors show no discernible spatial patterns [37, 191, 370, 526, 571] and can be
realistically modeled as uniform-randomly distributed [37,295,526] independent events [526].

To model an arbitrary pre-correction error distribution in our analysis, we introduce an
abstract model parameter \ that encapsulates all state necessary to describe the distribution.
In general, \ is a set of two key types of parameters: i) experimental testing parameters (e.g.,
data pattern, timing parameters, temperature) and ii) device microarchitectural characteristics
(e.g., spatial layout of true- and anti-cells). We incorporate \ into our analysis as a dependency
to the terms in Equation 5.3:

P𝑓𝑖 ,\ [𝑤 ′ ∈ W′𝑛] =
∑︁

∀𝑗 : 𝑓𝑑𝑒𝑐, 𝑖 (𝑐 ′𝑗 )∈W ′
𝑛

P𝑓𝑖 ,\ [𝑐′𝑗 ] (5.4)

Ideally, all of the parameters that comprise \ are known at testing time. Unfortunately, exper-
iments are often imperfect, and internal device characteristics are dicult to obtain without
proprietary knowledge or laborious reverse-engineering. If such parameters are unknown, we
can infer them alongside the unknown ECC scheme.5

In this work, we model data-retention errors as uniform-random, independent events
among cells programmed to the “charged” state with a xed probability determined by testing
conditions. \ then encapsulates i) the single-bit error probability, called the raw bit error rate

(RBER), ii) the programmed data pattern, and iii) the spatial layout of true-/anti-cells.
Unfortunately, evaluating Equation 5.4 analytically is dicult even for data-retention er-

rors due to the complexity of the interactions between the ECC scheme and the parameters
encompassed by \ . Instead, we numerically estimate the solution to Equation 5.4 using Monte-
Carlo simulation as described in Section 5.3. This approach allows our analysis to exibly take
into account arbitrarily complex model parameters (e.g., detailed microarchitectural charac-
teristics, nontrivial error models).

5.2.4 Inferring the Model Parameters

We now formulate the reverse-engineering task as a maximum a posteriori (MAP) estimation
problem over a set F of hand-selected ECC schemes that are either directly mentioned in
context with on-die ECC (HSC(71, 64, 3) [229, 236, 435] and HSC(136, 128, 3) [109, 270, 330,

5While we could lump the unknown ECC scheme into \ as an unknown microarchitectural characteristic, we
keep it logically separate since \ represents what we already understand about DRAM devices, and the unknown
ECC scheme represents what we do not.
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331,405]) or are used as demonstrative examples of applying our methodology to devices with
stronger and/or more complicated codes (e.g., BCH(𝑛,𝑘 ,𝑑), HSC(𝑛,𝑘 ,𝑑), REP(3, 1, 3)). Note that
we also take into account implementation details of each of these schemes (e.g., systematic vs.
non-systematic encodings) using our simulation infrastructure as we describe in Section 5.3.3.
To reverse-engineer the unknown ECC scheme 𝑓unknown, we start by expressing it as the most

likely ECC scheme out of all possible schemes 𝑓𝑖 ∈ F given a set of observations O:

𝑓unknown = argmax
𝑓𝑖

(P[𝑓𝑖 | O]) (5.5)

Unfortunately, we cannot directly evaluate Equation 5.5 since our observations O are mea-
sured from a device with a xed ECC scheme. Instead, we use the Bayes theorem to express
Equation 5.5 in terms of the probability of obtaining measurementsO given an arbitrary ECC
scheme 𝑓𝑖 , which we can calculate using the relationship in Equation 5.3. This yields:

𝑓unknown = argmax
𝑓𝑖

(
P[O | 𝑓𝑖]P[𝑓𝑖]

P[O]

)
= argmax

𝑓𝑖

(P[O | 𝑓𝑖]P[𝑓𝑖])
(5.6)

Note that we ignore the denominator (i.e., the marginal likelihood) in Equation 5.6 because it
is a xed scale factor independent of 𝑓𝑖 and does not aect the maximization result.

We assume a uniformly-distributed prior (i.e., P[𝑓𝑖]) given that we cannot guarantee any-
thing about the on-die ECC implementation. By restricting our analysis to only the aforemen-
tioned ECC schemes, we already exclude any schemes that we consider to be unrealistic. In
principle, we could assign greater or lower probability mass to schemes that have been men-
tioned in prior work or that are exceedingly expensive, respectively, but we choose not to do
so because i) we cannot guarantee that the devices we test are similar to those mentioned in
prior work, and ii) we want to demonstrate the power of our methodology without biasing
the results towards any particular ECC schemes. The likelihood function (i.e., P[O | 𝑓𝑖]) incor-
porates the experimental data we obtain from real devices. As we show in Section 5.2.2, our
measurements provide us with the probability of observing an 𝑛-bit error in each of 𝑗 indepen-
dent DRAM bursts. Dening 𝑁 as a random variable representing the number of erroneous
bits observed in a single burst and assuming observations are independent events (validated
in Section 5.2.3), we rewrite the likelihood function as:

P[O | 𝑓𝑖] = P𝑓𝑖 ,\

[
𝑗𝑚𝑎𝑥⋂
𝑗=0

𝑁 = 𝑛 𝑗

]
=

𝑗𝑚𝑎𝑥∏
𝑗=0

P𝑓𝑖 ,\ [𝑁 = 𝑛 𝑗 ] (5.7)
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This is essentially a multinomial probability mass function (PMF) evaluated at O, where each
probability mass is computed using Equation 5.4. Unfortunately, as described in Section 5.2.3,
the model parameter \ encapsulates the pre-correction error rate, which we do not know and
cannot measure post-correction. Therefore, for each ECC scheme 𝑓𝑖 , we rst maximize the
likelihood distribution over \ :

P[O | 𝑓𝑖] = max
\

(
𝑗𝑚𝑎𝑥∏
𝑗=0

P𝑓𝑖 ,\ [𝑁 = 𝑛 𝑗 ]
)

(5.8)

Inserting the result of Equation 5.8 into our original optimization objective (Equation 5.6),
we obtain the nal objective function to optimize in order to reverse-engineer the ECC scheme
𝑓unknown used in our devices:

𝑓unknown = argmax
𝑓𝑖

(
max
\

(
𝑗𝑚𝑎𝑥∏
𝑗=0

P𝑓𝑖 ,\ [𝑁 = 𝑛 𝑗 ]
)
P[𝑓𝑖]

)
(5.9)

where the inner product term is calculated using Equation 5.4.
After the ECC scheme is reverse-engineered, we can repeatedly apply Equation 5.8 to solve

for \ across many dierent experiments (i.e., observations). Since \ represents all parameters
necessary to describe the pre-correction error distribution (described in Section 5.2.3), this is
equivalent to reverse-engineering the pre-correction error rate. With the ECC scheme known
as 𝑓known, Equation 5.8 simplies to:

\unknown = argmax
\

(
𝑗𝑚𝑎𝑥∏
𝑗=0

P𝑓known,\ [𝑁 = 𝑛 𝑗 ]
)

(5.10)

With Equations 5.9 and 5.10, we can reverse-engineer both i) the ECC scheme and ii) the pre-
correction error rates from observed post-correction errors for any DRAM device whose error
distributions are obscured by ECC. In Section 5.5.3, we experimentally demonstrate how to
apply Equation 5.9 to real devices with on-die ECC.

5.3 Simulation Methodology

To apply EIN to data from real devices, we develop and publicly release EINSim [4], a ex-
ible open-source C++-based simulator that models the life of a dataword through the entire
ECC encoding/decoding process. EINSim accounts for dierent ECC implementations and pre-
correction error characteristics to ensure that EIN is applicable to a wide variety of DRAM
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devices and standards. This section describes EINSim’s extensible design and explains how
EINSim can be used to solve the optimization problems formulated in Section 5.2.

5.3.1 EINSim High-Level Architecture

Figure 5.3 shows a high-level diagram of the logical ow of data through EINSim’s dier-
ent components. To model a DRAM experiment, we simulate many individual burst-length
accesses that each access a dierent group of cells. Each burst simulates an experimental mea-
surement, yielding a distribution of measured values across all simulated bursts. We describe
the function of each simulator component.

ECC Model

Encoder

Decoder

ECC Model

Encoder

Decoder

ECC Model

Encoder

Decoder

ECC Model

Encoder

Decoder

      Word Generator
word

      Error Injector
codeword(s)

erroneous codeword(s)‘corrected’ word
    Error Checker

Input Configuration

Output Distributionobservable

ECC schemes

     ECC Model

Encoder

Decoder

     ECC Model

Encoder

Decoder

1

2

4

3

Figure 5.3: High-level block diagram showing the logical ow of data through the dierent
components in our simulator.

1 Word generator constructs a bitvector using commonly tested data patterns (e.g., 0xFF,
0xAA, RANDOM) [12, 282, 283, 346, 369, 468, 589], simulating the data written to DRAM.
2 ECCmodel encompasses an ECC implementation, including the encoding/decoding algo-
rithms and implementation details such as systematic vs. non-systematic encodings. Because a
single word from the word generator may comprise multiple ECC datawords, EINSim provides
a congurable mapping for decomposing the word into ECC datawords.
3 Error injector injects errors into a given codeword according to a congurable error dis-
tribution. We implement support for data-retention errors as described in Section 5.2.3. We
provide congurable parameters for the spatial distribution of true-/anti-cells (e.g., alternat-
ing per row) and the single-bit probability of failure (i.e., RBER). Errors are injected uniform-
randomly across each bit that can fail (i.e., each “charged” cell per the chosen true-/anti-cell
layout and data pattern) using a Bernoulli distribution with 𝑝 equal to the desired RBER nor-
malized by the ratio of all cells that can fail, which ensures that the simulated error rate meets
the target RBER on average.
4 Error checker takes the pre- and post-correction words as inputs and calculates a user-
dened measurement (e.g., total number of bit-ips). This corresponds to an experimental
observable as explained in Section 5.2.2.
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5.3.2 EINSim Validation

We validate EINSim using a combination of manual and automatic unit tests. For the
ECC model, we 1) provide tests for detecting/correcting the right amount of errors
(exhaustively/sample-based for short/long codes); 2) hand-verify the inputs/outputs of en-
coders/decoders where reasonable; 3) hand-validate the generator/parity-check matrices
and/or code generator polynomials against tables of known values (e.g., [112]); and 4) validate
the minimum distance and weight distributions of codewords. Due to the simplicity of how
we model the true-/anti-cell layout and data-retention errors, we validate the error-injection
correctness by 1) manual inspection and 2) using summary statistics (e.g., distribution of
errors across many simulated bursts).

5.3.3 Applying EINSim to Experimental Data

To analyze data taken from a real experiment, we congure the simulation parameters to
match the experiment and simulate enough read accesses (e.g., >105) to allow the distribu-
tion of simulated measurements to numerically estimate the real experimental measurements.
This approach eectively solves Equation 5.4 through Monte-Carlo simulation for any model
parameters {𝑓𝑖 , \ } that can be simulated using EINSim. Figure 5.1 in Section 5.1.1 provides
several examples of evaluating Equation 5.4 across a wide range of model parameters {𝑓𝑖 , \ }
using a 256-bit input word programmed with a RANDOM data pattern. The X-axis shows the
pre-correction bit error rate (BER), i.e., the RBER component of \ , and the Y-axis shows the
observed BER, which is computed by taking an expectation value over the distribution result-
ing from solving Equation 5.4. Curves represent dierent ECC schemes 𝑓𝑖 , and each data point
represents one simulation of 106 words, subdividing each word into multiple ECC datawords
as necessary.

We see that each ECC scheme transforms the pre-correction error rate dierently. For ex-
ample, stronger codes (e.g., REP(768, 256, 3), BCH(78, 64, 5)) dramatically decrease the observed
BER, whereas weaker codes (e.g., HSC(265, 256, 3)) have a relatively small eect. Interestingly,
we see that many of the codes actually exacerbate the error rate at high enough pre-correction
error rates because, on average, the decoder mistakenly “corrects” bits without errors more
often than not. These examples demonstrate that dierent ECC schemes have dierent ef-
fects on the pre-correction error distribution, and Equation 5.9 exploits these dierences to
disambiguate schemes.
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5.3.4 Inferring the Model Parameters

To infer the model parameters 𝑓 and \ , which represent the ECC scheme and pre-correction
error distribution characteristics, respectively, we need to perform the optimization given by
Equation 5.9. We do this using a grid search across 𝑓 and \ , simulating 104 uniformly-spaced
error rates for each of several dierent ECC schemes, data patterns and true-/anti-cell layouts.
While a denser grid may improve precision, this conguration suciently dierentiates the
models we analyze (Section 5.5.3).

The solutions to Equation 5.9 are the inferred ECC scheme and pre-correction error dis-
tribution characteristics that best explain the experimental observations. From there, we can
use Equation 5.10 evaluated with the known ECC scheme in order to determine \ for any
additional experiments that we run (e.g., dierent error rates).

5.3.5 Inference Accuracy

MAP estimation rigorously selects between knownmodels and inherently can neither conrm
nor deny whether the MAP estimate is the “real” answer. We identify this as a limitation of
EIN in Section 5.3.8. However, in the event that a device uses a scheme that is not considered in
theMAP estimation, it would be evident when testing across dierent experimental conditions
and error rates since it is unlikely that any of the chosen ECC schemes would be the single
maximum-a-posteriori scheme (i.e., best explaining the observed data) across all experiments.

We can also use condence intervals to gauge the error in eachMAP estimate. This requires
repeating the MAP estimation over 𝑁 bootstrap samples [142] taken from the observed data
O. The min/max or 5th/95th percentiles are typically taken to be the condence bounds.

5.3.6 Applying EIN to Other Systems

EIN can be extended to any ECC-protected communication channel provided that we can
induce uncorrectable errors whose pre-correction spatial distribution follows some known
property (e.g., uniform-randomness). Examples include, but are not limited to, DRAM rank-
level (i.e., DRAM-controller-level) ECC and other memory technologies (e.g., SRAM, Flash,
Phase-Change Memory).

5.3.7 Applying EIN to Data from Prior Studies

EIN is applicable to data presented in a prior study if the study supplies enough information
to solve Equation 5.10. This requires that the study provides both: 1) the pre-correction error
characteristics, either directly as statistical distributions or implicitly through the experimental
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methodology (e.g., device model number, tested data patterns) and 2) the distribution of errors
amongst post-correction words as discussed in Section 5.2.2. If these are known, EIN can infer
both the ECC scheme and the pre-correction error rates from the given data.

5.3.8 Limitations of EIN

EIN has three main limitations. However, in practice, these limitations do not hurt its usabil-
ity since both DRAM and ECC design are mature and well-studied topics. We discuss each
limitation individually:

1. Cannot guarantee success or failure.As described in Section 5.3.5, MAP estimation cannot
guarantee whether the correct solution has (not) been found. However, Section 5.3.5 de-
scribes how testing across dierent operating conditions and using condence intervals
helps mitigate this limitation.

2. Requires knowledge and control of errors. Using EIN requires i) knowing statistical prop-
erties of the spatial distribution of pre-correction errors, and ii) the ability to induce
uncorrectable errors. Fortunately, EIN can use any one of the many well-studied, easily-
manipulated error mechanisms that are fundamental to DRAM technology (e.g., data
retention, RowHammer, reduced-latency access; see Section 5.2.3). Such mechanisms
are unlikely to change dramatically for future devices (e.g., retention errors are modeled
similarly across decades of DRAM technologies [106, 190, 191, 207, 323, 364, 411, 588]),
which means that EIN will likely continue to be applicable.

3. Cannot identify bit-exact error locations. While EIN infers pre-correction error rates, it
cannot determine the bit-exact locations of pre-correction errors. Unfortunately, since
multiple erroneous codewords may map to each visible dataword, we are not aware
of a way to infer error locations without insight into the exact ECC implementation
(e.g., algorithms, redundant data). However, inferring error rates is sucient to study
aggregate distributions, and we leave error localization to future work.

5.4 Experimental Methodology

We experimentally characterize 232 LPDDR4 [250] DRAM devices with on-die ECC from a
single major DRAM manufacturer that we cannot disclose for condentiality reasons. For
comparison purposes, we test 82 LPDDR4 DRAM devices of the previous technology gen-
eration without on-die ECC from across three major DRAMmanufacturers. Given that DRAM
manufacturers provide neither: i) non-ECC counterparts of devices with on-die ECC nor ii) a
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mechanism by which to disable on-die ECC, the older-generation devices provide our closest
point of comparison. We perform all testing using a home-grown infrastructure that provides
precise control over DRAM timing parameters, bus commands, and bus addresses. Our infras-
tructure provides reliable ambient temperature control between 40◦C - 55◦C with a tolerance
of of ±1◦C. To improve local temperature stability for each DRAM device throughout testing,
a local heating source maintains DRAM at 15◦C above the ambient temperature at all times,
providing an eective DRAM temperature testing range of 55◦C - 70◦C.

5.5 Experimentally Inferring On-Die ECC

and Pre-Correction Error Rates Using EIN

In this section, we apply EIN to infer the i) on-die ECC scheme and ii) pre-correction error
rates of real devices with on-die ECC. Before doing so, we validate our uniform-random statis-
tical model for pre-correction errors and determine the layout of true-/anti-cells to accurately
model the pre-correction error distribution of the devices that we test.

5.5.1 Validating Uniform-Random Retention Errors

Our model for data-retention errors (Section 5.2.3) treats errors as independent, uniform-
randomly distributed events based on observations made in several prior works [37, 191, 295,
370, 526, 571]. For such errors, the total number of errors 𝑋 in each xed-length 𝑛-bit region
of DRAM follows a binomial distribution [37, 468, 571] parameterized by the RBER 𝑅:

P[𝑋 = 𝑥 | 𝑅] =
(
𝑛

𝑥

)
𝑅𝑥 (1 − 𝑅)𝑛−𝑥 (5.11)

Before demonstrating the use of EIN, we rst validate that the independent, uniform-
random data-retention error model holds for the devices that we test by comparing
experimentally-measured error distributions to the expected distributions. Figure 5.4 shows
both the expected and experimental probabilities of observing an𝑋 -bit error in a single 256-bit
word throughout DRAM at xed operating conditions of 𝑡𝑅𝐸𝐹𝑊 = 20𝑠 and 60◦C for a single
representative DRAM device without on-die ECC.

The experimental data is well predicted by the binomial distribution and diverges only at
extreme error counts that have few experimental samples. This validates modeling retention
errors using a uniform-random distribution for the devices without on-die ECC. We repeat
this experiment across all of our devices without on-die ECC for various word sizes, refresh
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Figure 5.4: Expected and experimental probabilities of observing an 𝑋 -bit error in a 256-bit
word for a representative DRAM device without on-die ECC at 𝒕𝑹𝑬𝑭𝑾 = 20s and 60◦C.

windows, and temperatures, and we nd that the uniform-random model holds across all ex-
periments.

5.5.2 Determining the True-/Anti-Cell Layout

We reverse-engineer the true-/anti-cell layout in the devices with on-die ECC to ensure that
we can accurately model the pre-correction error distribution in simulation (as described in
Section 5.3.1, we only inject errors in cells programmed to the “charged” state). We do this by
studying the locations of data-retention errors after disabling refresh for a long time (e.g., >30
minutes), which causes most cells to leak to their discharged state.6 Figure 5.5 illustrates the
resulting pattern, showing how individual rows comprise entirely true- or anti-cells, and con-
tiguous groups of either 824 or 400 rows alternate throughout a bank. In simulation, we model
each DRAM burst to be entirely composed of either true- or anti-cells with a 50% probability.
This accurately models sampling an arbitrary burst from the entire memory address space.

True-Cells
Anti-Cells...

2048 Rows
824 Rows

400 Rows
824 Rows8192 Rows

Figure 5.5: A DRAM bank comprises groups of 824 or 400 rows with alternating true- and
anti-cells per group.

Despite the observed true-/anti-cell pattern, we nd that a small amount of uniquely
randomly-distributed rows in each bank do not follow the pattern shown in Figure 5.5. In-
stead, these rows alternate true- and anti-cells every byte and are often found in clusters of

6A small number of cells do not follow the overall pattern due to either i) extraordinarily long retention times
or ii) ECC correction.
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two or more. A histogram of the number of such rows, called outlier rows, per bank across
all 232 devices with on-die ECC is shown in Figure 5.6 alongside a best-t negative-binomial
distribution curve. Both the shape of the frequency distribution and the observed clustering
are consistent with post-manufacturing repair row remapping techniques [212]. Since these
rows have a dierent true- and anti-cell composition, they add unwanted noise to our reverse-
engineering analysis. While we could account for them in our simulations, we simply skip
testing these rows in our experimental analysis to avoid unnecessary complexity.
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Figure 5.6: Histogram of the number of rows with outlier true-/anti-cell layouts per bank
across all banks of all DRAM devices with on-die ECC (NB: negative-binomial).

5.5.3 Applying EIN to DRAM with On-Die ECC

We demonstrate applying EIN to the DRAM devices with on-die ECC using the experimental
conguration shown in Table 5.1. The error distribution resulting from a single experiment
provides the PMF given by Equation 5.3, which forms the observations O in the overall opti-
mization problem (Equation 5.9).

Model Parameter Experiment Simulation
Word Size 256-bits

True-/Anti-Cell Layout 50%/50% at word-granularity
Data Pattern RANDOM RANDOM and 0xFF
Outlier Rows Skipped Ignored
Temperature 70◦C Encompassed in the RBER

𝑡𝑅𝐸𝐹𝑊 5 minutes Encompassed in the RBER

Table 5.1: Experimental and simulation setup for reverse-engineering the ECC scheme used
in the tested devices.

Using a representative device, we perform a single experiment at the conditions shown
in Table 5.1, measuring a post-correction BER of 0.041578. Then, conguring EINSim with the



CHAPTER 5. EIN: UNDERSTANDING AND MODELING DRAM ON-DIE ECC 87

parameters listed under “Simulation” in Table 5.1, we evaluate the full optimization problem
of Equation 5.9 using the grid-search approach described in Section 5.3.4.

Figure 5.7 presents the negative log-likelihoods (Equation 5.8) of the eight highest-
likelihood ECC schemes for each of the 0xFF and RANDOM data patterns. Models are sorted
in order of increasing likelihood (i.e., decreasing negative log-likelihood) from left to right for
each data pattern. Bars show black condence intervals spanning the min/max values when
bootstrapping the observed data 105 times (described in Section 5.3.5). The condence inter-
vals are tight enough to appear as a single line atop each bar. Note that the 0xFF models have
low likelihoods (i.e., higher bars), which agrees with the fact that our experimental data is
obtained using a RANDOM data pattern.
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Figure 5.7: Likelihoods of eight dierent ECC schemes across two dierent data patterns,
where each likelihood is individually maximized over the model parameter \ .

The smallest (i.e., rightmost) bar represents themost likely model, which provides the nal
reverse-engineered model parameters, including the ECC scheme and the pre-correction error
rate. For greater insight into the results, Table 5.2 describes the ve highest-likelihood models
in detail.

−Log-Likelihood 𝑓𝑖 \

Value Bootstrap (Min, Max) ECC Code RBER Data Pattern
2.12e-5 (2.09e-5, 2.15e-5) (136, 128, 3) 0.038326 RANDOM
3.21e-5 (3.18e-5, 3.24e-5) (144, 128, 5) 0.039113 RANDOM
3.26e-5 (3.22e-5, 3.29e-5) (274, 256, 5) 0.039995 RANDOM
5.38e-5 (5.32e-5, 5.43e-5) (265, 256, 3) 0.039956 RANDOM
8.74e-5 (8.69e-5, 8.79e-5) (71, 64, 3) 0.038472 RANDOM

Table 5.2: Details of the ve highest-likelihood models (shown in Figure 5.7) and their raw
likelihood values.

The data indicates that a Hamming single-error correction code with (𝑛 = 136, 𝑘 = 128,
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𝑑 = 3) is the most likely ECC scheme out of all models considered. This result is consistent
with several industrial prior works [109, 330, 331, 405].7 Compared to most of the other codes
we consider, (136, 128, 3) code has a relatively low error-correction capability (i.e., 1 bit per 136
codeword bits), which is reasonable for a rst-generation on-die ECCmechanism and requires
a relatively simple, low-overhead circuit implementation.

The MAP estimate of \ provides the most likely pre-correction error rate (i.e., RBER) and
data pattern to explain the observed data. Note that on-die ECC actually increases the error
rate at these testing conditions, likely due to a high incidence of miscorrections as described
in Section 5.3.3. EIN correctly infers that our experiment uses the RANDOM data pattern, which
is indicated by the relatively low likelihoods of the models that assume a 0xFF data pattern.

Figure 5.8 shows the full PMF of Equation 5.4 for all sixteenmodels considered in Figure 5.7.
The maximum-a-posteriori model (dashed) and the experimental data (solid) are shown along-
side all other models (dotted).When shown graphically, it is clear that EIN eectively performs
a rigorous best-t analysis over several models to the experimental observations.
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Figure 5.8: Full PMF for each model considered in Figure 5.7.

We repeat this analysis across dierent devices, temperatures, refresh windows, and data
patterns and consistently nd the (136, 128, 3) ECC code to be the maximum-a-posteriori
model. Thus, we conclude that the (136, 128, 3) ECC code is the ECC scheme used in the
tested devices.

We draw three key conclusions from this application of EIN.
First, EIN infers the on-die ECC scheme with no visibility into the encoded data or error-
detection/-correction information, without disabling the ECC mechanism, and without tam-
pering with the hardware in any way.
Second, EIN can simultaneously infer several components of \ that might not be known.

7We obtained this resultwithout informing the prior distribution about the existence of prior works. If instead
we had done so as mentioned in Section 5.2.4, (136, 128, 3) [109, 330, 331, 405] and (71, 64, 3) [229, 236] ECC code
would have been more overwhelmingly likely.
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While we demonstrate a simple inference over only two data patterns in addition to the pre-
correction error rate, we could also infer other characteristics (e.g., true-/anti-cell composition,
refresh window, temperature). In general, \ is extensible to any model parameter that can be
implemented in simulation (i.e., in EINSim).
Third, Figure 5.8 shows that the maximum-a-posteriori model is a good t for the empirical
data, which supports our assumption that data-retention errors can be modeled as uniformly-
random events (Section 5.2.3) even for devices with on-die ECC.

5.6 Data-Retention Error Characterization

of DRAM Devices with On-Die ECC

Having reverse-engineered the on-die ECC scheme, we characterize data-retention error rates
with respect to both 𝑡𝑅𝐸𝐹𝑊 and temperature to demonstrate how EIN enables studying pre-

correction errors in practice. To our knowledge, this is the rst work to provide a system-level
error characterization study of DRAM devices with on-die ECC in open literature in an eort
to understand the pre-correction error characteristics.

5.6.1 Data-Retention Error Rate vs. Refresh Window

Figure 5.9 shows the measured data-retention error rates for DRAM devices with and without
on-die ECC using dierent 𝑡𝑅𝐸𝐹𝑊 values at a xed temperature of 50◦C using a 0xFF data
pattern. Each of the ve distributions shows the minimum and maximum error rates observed
for dierent groups of devices organized by manufacturer. We also show the pre-correction

error rates inferred using EIN.
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Figure 5.9: Comparison of data-retention error ratesmeasured using deviceswith andwithout
on-die ECC, including the inferred pre-correction error rates for devices with on-die ECC.

The data shows that the observed error rates for deviceswith on-die ECC lie far below those
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of deviceswithout on-die ECC. This is consistent with observations from prior works [330,331,
405], which nd that on-die ECC is a strong enough error-mitigation mechanism to allow for
refresh rate reduction. Unfortunately, the observed error rates do not provide insight into how
the core DRAM technology has changed because it is unclear how much of the error margin
improvement is simply a result of ECC.

EIN solves this problem. By inferring the pre-correction error rates, we observe consid-
erable error margin for even the pre-correction error rates, implying that on-die ECC may be
unnecessary at these testing conditions. This may seem surprising at rst sight, since error
rates are believed to be increasing with technology generation [276, 397, 405, 435]. However,
on-die ECC’s goal is to combat single-cell errors at worst-case operating specications [405]
(i.e., 85◦C, 𝑡𝑅𝐸𝐹𝑊 = 32ms [250], worst-case usage characteristics). Unfortunately, our testing
infrastructure currently cannot achieve such conditions, and even if it could, the pathological
access- and data-patterns depend on the proprietary internal circuit design known only to the
manufacturer. Therefore, our observations do not contradict expectations, and we conclude
that for devices with on-die ECC: i) on-die ECC eectively reduces the observed error rate
and ii) both pre- and post-correction error rates are considerably lower than those of devices
without on-die ECC at our testing conditions.

This example demonstrates EIN’s strengths: EIN separates the eects of a device’s partic-
ular ECC mechanism from the raw error rates of the DRAM technology and enables a mean-
ingful comparison of error characteristics between devices with (or without) dierent ECC
schemes. EIN enables this analysis for any error mechanism that EIN is applicable to (Sec-
tion 5.3.6).

5.6.2 Data-Retention Error Rate vs. Temperature

Data-retention error rates are well-known to follow an exponential relationship with respect
to temperature [35, 191, 369], and prior works [292, 323, 369] exploit this relationship to ex-
trapolate error rates beyond experimentally feasible testing conditions. We show that on-die
ECC distorts this exponential relationship such that observed error rates cannot be reliably
extrapolated, and EIN recovers the underlying exponential relationship.

Figure 5.10 shows the exponential relationship for a single representative device with on-
die ECC at a xed refresh window of 10s on a semilog scale. Measurements (orange, ×) are
taken between the temperature limits of our infrastructure (55◦C - 70◦C, illustrated with a
grey background), and the inferred pre-correction error rates (blue, +) and the hypothetical
error rates if the on-die ECC scheme were a stronger double-error correction (144, 128, 5)
code (green, ∗) are shown. We show exponential ts to data within the measurable region for
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all three curves. Outside of the measurable region (i.e., <55◦C and >70◦C), we use EINSim to
extrapolate the two post-correction curves beyond the measurable region (dashed) based on
the exponential t for the pre-correction curve.
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Figure 5.10: Data-retention error rates of a single representative device with 𝒕𝑹𝑬𝑭𝑾 = 10s
across dierent temperatures, showing error rates: i) measured (post-correction), ii) inferred
(pre-correction), and iii) hypothetical post-correction assuming a (144, 128, 5) ECC scheme.

While all three curves appear to t an exponential curve within the measurable tempera-
ture range, this is a misleading artifact of sampling only a small fraction of the overall error
distribution. Across the full range, only the pre-correction curve follows the exponential rela-
tionship: both post-correction curves diverge from the exponential t on both sides of themea-
surable region and follow an ECC-specic shape. This means that post-correction error rates
cannot be directly tted to an exponential curve, and extrapolating along the known exponen-
tial relationship of the data-retention error mechanism requires knowing the pre-correction
error rates.

This example demonstrates how EIN recovers the statistical characteristics of the pre-
correction error rates that on-die ECC obfuscates. In general, EIN enables this for any error
mechanism that EIN is applicable to (discussed in Section 5.2.3), allowing future works to make
use of well-studied error characteristics for devices with ECC.

5.7 Summary

We develop EIN, the rst statistical inference methodology capable of determining the ECC
scheme and pre-correction error rates of a DRAM device with on-die ECC. We provide
EINSim [4], a exible open-source simulator that can apply EIN across dierent DRAM de-
vices and error models. We evaluate EIN with the rst experimental study of 232 (82) LPDDR4
DRAM devices with (without) on-die ECC. Using EIN, we: i) nd that the ECC scheme em-
ployed in the devices we test is a single-error correction Hamming code with (𝑛 = 136, 𝑘 = 128,
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𝑑 = 3), ii) infer pre-correction error rates from post-correction errors, and iii) recover well-known
pre-correction error distributions that on-die ECC obfuscates. With this, we demonstrate that
EIN enables DRAM error characterization studies for devices with on-die ECC.We believe and
hope that future work will use EIN to develop new understanding and mechanisms to tackle
the DRAM scaling challenges that lie ahead.



Chapter 6

Understanding Exactly How
On-Die ECC Obfuscates Errors

The previous chapter develops a statistical inference technique for understanding high-level
properties of the on-die ECC mechanism and the pre-correction errors. This chapter takes
the next step and introduces two new testing methodologies: (1) BEER, capable of identifying
the exact way in which on-die ECC obfuscates errors; and (2) BEEP, capable of inferring the
number and bit-exact locations of the pre-correction errors responsible for an observed post-
correction error pattern.

6.1 Background and Motivation

Dynamic random access memory (DRAM) is the predominant choice for system main mem-
ory across a wide variety of computing platforms due to its favorable cost-per-bit relative to
other memory technologies. DRAM manufacturers maintain a competitive advantage by im-
proving raw storage densities across device generations. Unfortunately, these improvements
largely rely on process technology scaling, which causes serious reliability issues that reduce
factory yield. DRAMmanufacturers traditionally mitigate yield loss using post-manufacturing
repair techniques such as row/column sparing [212]. However, continued technology scaling
in modern DRAM chips requires stronger error-mitigation mechanisms to remain viable be-
cause of random single-bit errors that are increasingly frequent at smaller process technology
nodes [176, 276, 309, 332, 369, 397, 405, 420, 429, 435, 448, 538]. Therefore, DRAM manufacturers
have begun to use on-die error correction coding (on-die ECC), which silently corrects single-bit
errors entirely within the DRAM chip [176,276,405,435,467]. On-die ECC is completely invisi-

ble outside of the DRAM chip, so ECC metadata (i.e., parity-check bits, error syndromes) that
is used to correct errors is hidden from the rest of the system.

93
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Prior works [229,330,331,405,435,448,467,494] indicate that existing on-die ECC codes are
64- or 128-bit single-error correction (SEC) Hamming codes [193]. However, each DRAMman-
ufacturer considers their on-die ECC mechanism’s design and implementation to be highly
proprietary and ensures not to reveal its details in any public documentation, including DRAM
standards [249,250], DRAM datasheets [237,406,502,531], publications [276,330,331,448], and
industry whitepapers [405, 494].

6.1.1 Motivation: On-Die ECC Obfuscates Errors

Because the unknown on-die ECC function is encapsulated within the DRAM chip, it obfus-
cates raw bit errors (i.e., pre-correction errors)1 in an ECC-function-specic manner. There-
fore, the locations of software-visible uncorrectable errors (i.e., post-correction errors) often no
longer match those of the pre-correction errors that were caused by physical DRAM error
mechanisms. While this behavior appears desirable from a black-box perspective, it poses se-
rious problems for third-party DRAM customers who study, test and validate, and/or design
systems based on the reliability characteristics of the DRAM chips that they buy and use. Sec-
tion 6.2.2 describes these customers and the problems they face in detail, including, but not lim-
ited to, three important groups: (1) system designers who need to ensure that supplementary
error-mitigation mechanisms (e.g., rank-level ECC within the DRAM controller) are carefully
designed to cooperate with the on-die ECC function [177, 435, 538], (2) large-scale industries
(e.g., computing system providers such as Microsoft [149], HP [204], and Intel [228], DRAM
module manufacturers [13,318,533]) or government entities (e.g., national labs [438,503]) who
must understand DRAM reliability characteristics when validating DRAM chips they buy and
use, and (3) researcherswho need full visibility into physical device characteristics to study and
model DRAM reliability [91, 94, 141, 190, 191, 199, 265, 282–286, 294–297, 369, 467, 468, 589, 608].

For each of these third parties, merely knowing or reverse-engineering the type of ECC
code (e.g., 𝑛-bit Hamming code) based on existing industry [229, 330, 331, 405, 448, 494] and
academic [435,467] publications is not enough to determine exactly how the ECC mechanism
obfuscates specic error patterns. This is because an ECC code of a given type can have many
dierent implementations based on how its ECC function (i.e., its parity-check matrix) is de-
signed, and dierent designs lead to dierent reliability characteristics. For example, Figure 6.1
shows the relative probability of observing errors in dierent bit positions for three dierent
ECC codes of the same type (i.e., single-error correction Hamming code with 32 data bits and
6 parity-check bits) but that use dierent ECC functions. We obtain this data by simulating

1We use the term “error” to refer to any bit-ip event, whether observed (e.g., uncorrectable bit-ips) or
unobserved (e.g., corrected by ECC).
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109 ECC words using the EINSim simulator [4, 467] and show medians and 95% condence
intervals calculated via statistical bootstrapping [142] over 1000 samples. We simulate a 0xFF
test pattern2 with uniform-random pre-correction errors at a raw bit error rate of 10−4 (e.g.,
as often seen in experimental studies [91, 94, 191, 199, 276, 343, 369, 468, 526]).
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Figure 6.1: Relative error probabilities in dierent bit positions for dierent ECC functions
with uniform-randomly distributed pre-correction (i.e., raw) bit errors.

The data demonstrates that ECC codes of the same type can have vastly dierent post-
correction error characteristics. This is because each ECC mechanism acts dierently when
faced with more errors than it can correct (i.e., uncorrectable errors), causing it to mistakenly
perform ECC-function-specic “corrections” to bits that did not experience errors (i.e.,miscor-

rections, which Section 2.4.1 expands upon). Therefore, a researcher or engineer who studies
two DRAM chips that use the same type of ECC code but dierent ECC functions may nd
that the chips’ software-visible reliability characteristics are quite dierent even if the physical
DRAM cells’ reliability characteristics are identical. On the other hand, if we know the full ECC
function (i.e., its parity-check matrix), we can calculate exactly which pre-correction error pat-
tern(s) result in a set of observed errors. Figure 6.1 is a result of aggregating such calculations
across 109 error patterns3, and Section 6.6.1 demonstrates how we can use the ECC function
to infer pre-correction error counts and locations using only observed post-correction errors.

Knowing the precise transformation between pre- and post-correction errors benets all
of the aforementioned third-party use cases because it provides system designers, test engi-
neers, and researchers with a way to isolate the error characteristics of the memory itself from
the eects of a particular ECC function. Section 6.2.2 provides several example use cases and
describes the benets of knowing the ECC function in detail. While specialized, possibly in-
trusive methods (e.g., chip teardown [242, 561], advanced imaging techniques [209, 561]) can
theoretically extract the ECC function, such techniques are typically inaccessible to or infea-
sible for many third-party users.

2Other patterns show similar behavior, including RANDOM data.
3Capturing approximately 109 of the 238 ≈ 2.7 × 1011 unique patterns.
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6.1.2 Mechanism: Bit-Exact ECC Recovery (BEER)

To enable third parties to reconstruct pre-correction DRAM reliability characteristics, our
goal is to develop a methodology that can reliably and accurately determine the full on-die
ECC function without requiring hardware tools, prerequisite knowledge about the DRAM
chip or on-die ECC mechanism, or access to ECC metadata (e.g., error syndromes, parity in-
formation). To this end, we develop Bit-Exact ECC Recovery (BEER), a new methodology for
determining a DRAM chip’s full on-die ECC function simply by studying the software-visible
post-correction error patterns that it generates. Thus, BEER requires no hardware support,
hardware intrusion, or access to internal ECCmetadata (e.g., error syndromes, parity informa-
tion). BEER exploits the key insight that forcing the ECC function to act upon carefully-crafted
uncorrectable error patterns reveals ECC-function-specic behavior that disambiguates dier-
ent ECC functions. BEER comprises three key steps: (1) deliberately inducing uncorrectable
data-retention errors by pausing DRAM refresh while using carefully-crafted test patterns to
control the errors’ bit-locations, which is done by leveraging data-retention errors’ intrinsic
data-pattern asymmetry (discussed in Section 2.2.5), (2) enumerating the bit positions where
the ECC mechanism causes miscorrections, and (3) using a SAT solver [126] to solve for the
unique parity-check matrix that causes the observed set of miscorrections.

We experimentally apply BEER to 80 real LPDDR4 DRAM chips with on-die ECC from
three major DRAM manufacturers to determine the chips’ on-die ECC functions. We describe
the experimental steps required to apply BEER to any DRAM chip with on-die ECC and show
that BEER tolerates observed experimental noise. We show that dierent manufacturers ap-
pear to use dierent on-die ECC functions while chips from the same manufacturer and model
number appear to use the same on-die ECC function (Section 6.4.1). Unfortunately, our ex-
perimental studies with real DRAM chips have two limitations against further validation: (1)
because the on-die ECC function is considered trade secret for each manufacturer, we are
unable to obtain a groundtruth to compare BEER’s results against, even when considering
non-disclosure agreements with DRAM manufacturers and (2) we are unable to publish the
nal ECC functions that we uncover using BEER for condentiality reasons (discussed in Sec-
tion 6.2.1).

To overcome the limitations of experimental studies with real DRAM chips, we rigorously
evaluate BEER’s correctness in simulation (Section 6.5). We show that BEER correctly recovers
the on-die ECC function for 115300 single-error correction Hamming codes4, which are rep-
resentative of on-die ECC, with ECC word lengths ranging from 4 to 247 bits. We evaluate our

4This irregular number arises from evaluating a dierent number of ECC functions for dierent code lengths
because longer codes require exponentially more simulation time (discussed in Section 6.5.1).
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BEER implementation’s runtime andmemory consumption using a real system to demonstrate
that BEER is practical and the SAT problem that BEER requires is realistically solvable.

To demonstrate how BEER is useful in practice, we propose and discuss several ways that
third parties can leverage the ECC function that BEER reveals tomore eectively design, study,
and test systems that use DRAM chips with on-die ECC (Section 6.6). As a concrete example,
we introduce and evaluate Bit-Exact Error Proling (BEEP), a new DRAM data-retention er-
ror proling methodology that reconstructs pre-correction error counts and locations purely
from observed post-correction errors. Using the ECC function revealed by BEER, BEEP infers
precisely which unobservable raw bit errors correspond to observed post-correction errors at a
given set of testing conditions. We show that BEEP enables characterizing pre-correction er-
rors across a wide range of ECC functions, ECC word lengths, error patterns, and error rates.
We publicly release our tools as open-source software: (1) a new tool [1] for applying BEER to
experimental data from real DRAM chips and (2) enhancements to EINSim [4] for evaluating
BEER and BEEP in simulation.

6.2 Challenges of Unknown On-Die ECCs

This section discusses why on-die ECC is considered proprietary, how its secrecy causes dif-
culties for third-party consumers, and how the BEER methodology helps overcome these
diculties by identifying the full on-die ECC function.

6.2.1 Secrecy Concerning On-Die ECC

On-die ECC silently mitigates increasing single-bit errors that reduce factory yield [176, 276,
309, 332, 369, 397, 405, 420, 429, 435, 448, 538]. Because on-die ECC is invisible to the external
DRAM chip interface, older DRAM standards [249, 250] place no restrictions on the on-die
ECC mechanism while newer standards [253] specify only a high-level description for on-die
ECC to support new (albeit limited) DDR5 features, e.g., on-die ECC scrubbing. In particular,
there are no restrictions on the design or implementation of the on-die ECC function itself.

This means that knowing an on-die ECC mechanism’s details could reveal information
about its manufacturer’s factory yield rates, which are highly proprietary [105, 224] due to
their direct connection with business interests, potential legal concerns, and competitiveness
in a USD 45+ billion DRAM market [482,572]. Therefore, manufacturers consider their on-die
ECC designs and implementations to be trade secrets that they are unwilling to disclose. In
our experience, DRAMmanufacturers will not reveal on-die ECC details under condentiality
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agreements, even for large-scale industry board vendors for whom knowing the details stands
to be mutually benecial.5

This raises two challenges for our experiments with real DRAM chips: (1) we do not have
access to “groundtruth” ECC functions to validate BEER’s results against and (2) we cannot
publish the nal ECC functions that we determine using BEER for condentiality reasons
based on our relationships with the DRAM manufacturers. However, this does not prevent
third-party consumers from applying BEER to their own devices, and we hope that our work
encourages DRAM manufacturers to be more open with their designs going forward.6

6.2.2 On-Die ECC’s Impact on Third Parties

On-die ECC alters a DRAM chip’s software-visible reliability characteristics so that they are
no longer determined solely by how errors physically occur within the DRAM chip. Figure 6.1
illustrates this by showing how using dierent on-die ECC functions changes how the same

underlying DRAM errors appear to the end user. Instead of following the pre-correction error
distribution (i.e., uniform-random errors), the post-correction errors exhibit ECC-function-
specic shapes that are dicult to predict without knowing precisely which ECC function is
used in each case. This means that two commodity DRAM chips with dierent on-die ECC
functions may show similar or dierent reliability characteristics irrespective of how the un-
derlyingDRAM technology and errormechanisms behave. Therefore, the physical errormech-
anisms’ behavior alone can no longer explain a DRAM chip’s post-correction error character-
istics.

Unfortunately, this poses a serious problem for third-party DRAM consumers (e.g., system
designers, testers, and researchers), who can no longer accurately understand a DRAM chip’s
reliability characteristics by studying its software-visible errors. This lack of understanding
prevents third parties from both (1) making informed design decisions, e.g., when building
memory-controller based error-mitigation mechanisms to complement on-die ECC and (2)
developing new ideas that rely on on leveraging predictable aspects of a DRAM chip’ reliability
characteristics, e.g., physical error mechanisms that are fundamental to all DRAM technology.
As error rates worsen with continued technology scaling [176, 276, 297, 309, 312, 332, 397, 405,
420, 429, 435, 448], manufacturers will likely resort to stronger codes that further distort the
post-correction reliability characteristics. The remainder of this section describes three key

5Even if such agreements were possible, industry teams and academics without major business relations with
DRAM manufacturers (i.e., an overwhelming majority of the potentially interested scientists and engineers) will
likely be unable to secure disclosure.

6While full disclosure would be ideal, a more realistic scenario could be more exible on-die ECC conden-
tiality agreements. As recent work [154] shows, security or protection by obscurity is likely a poor strategy in
practice.
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ways in which an unknown on-die ECC function hinders third-parties, and determining the
function helps mitigate the problem.
DesigningHigh-Reliability Systems. System designers often seek to improve memory reli-
ability beyond that which the DRAM provides alone (e.g., by including rank-level ECC within
the memory controllers of server-class machines or ECC within on-chip caches). In partic-
ular, rank-level ECCs are carefully designed to mitigate common DRAM failure modes [99]
(e.g., chip failure [435], burst errors [129, 382]) in order to correct as many errors as possible.
However, designing for key failure modes requires knowing a DRAM chip’s reliability char-
acteristics, including the eects of any underlying ECC function (e.g., on-die ECC) [177, 538].
For example, Son et al. [538] show that if on-die ECC suers an uncorrectable error and mis-
takenly “corrects” a non-erroneous bit (i.e., introduces amiscorrection), the stronger rank-level
ECC may no longer be able to even detect what would otherwise be a detectable (possibly cor-
rectable) error. To prevent this scenario, both levels of ECC must be carefully co-designed to
complement each others’ weaknesses. In general, high-reliability systems can be more eec-
tively built around DRAM chips with on-die ECC if its ECC function and its eects on typical
DRAM failure modes are known.
Testing, Validation, and Quality Assurance. Large-scale computing system providers (e.g.,
Microsoft [149], HP [204], Intel [228]), DRAM module manufacturers [13, 318, 533], and gov-
ernment entities (e.g., national labs [438, 503]) typically perform extensive third-party testing
of the DRAM chips they purchase in order to ensure that the chips meet internal perfor-
mance/energy/reliability targets. These tests validate that DRAM chips operate as expected
and that there are well-understood, convincing root-causes (e.g., fundamental DRAM error
mechanisms) for any observed errors. Unfortunately, on-die ECC interferes with two key com-
ponents of such testing. First, it obfuscates the number and bit-exact locations of pre-correction
errors, so diagnosing the root cause for any observed error becomes challenging. Second, on-
die ECC encodes all written data into ECC codewords, so the values written into the physi-
cal cells likely do not match the values observed at the DRAM chip interface. The encoding
process defeats carefully-constructed test patterns that target specic circuit-level phenom-
ena (e.g., exacerbating interference between bitlines [12, 283, 414]) because the encoded data
may no longer have the intended eect. Unfortunately, constructing such patterns is crucial
for ecient testing since it minimizes the testing time required to achieve high error cover-
age [12,212]. In both cases, the full on-die ECC function determined by BEER describes exactly
how on-die ECC transforms pre-correction error patterns into post-correction ones. This en-
ables users to infer pre-correction error locations (demonstrated in Section 6.6.1) and design
test patterns that result in codewords with desired properties (discussed in Section 6.6.2).
Scientic Error-Characterization Studies. Scientic error-characterization studies explore
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physical DRAM error mechanisms (e.g., data retention [190, 191, 199, 268, 269, 282–285, 369,
468, 526, 589, 590], reduced access-latency [89, 91, 94, 159, 294–296, 343, 346], circuit distur-
bance [154, 283, 285, 297, 312, 459, 460]) by deliberately exacerbating the error mechanism and
analyzing the resulting errors’ statistical properties (e.g., frequency, spatial distribution). These
studies help build error models [94, 141, 191, 294, 326, 346, 526, 608], leading to new DRAM de-
signs and operating points that improve upon the state-of-the-art. Unfortunately, on-die ECC
complicates error analysis and modeling by (1) obscuring the physical pre-correction errors
that are the object of study and (2) preventing direct access to parity-check bits, thereby pre-
cluding comprehensive testing of all DRAM cells in a given chip. Although prior work [467]
enables inferring high-level statistical characteristics of the pre-correction errors, it does not
provide a precise mapping between pre-correction and post-correction errors, which is only
possible knowing the full ECC function. Knowing the full ECC function, via our new BEER
methodology, enables recovering the bit-exact locations of pre-correction errors throughout
the entire ECC word (as we demonstrate in Section 6.6.1) so that error-characterization stud-
ies can separate the eects of DRAM error mechanisms from those of on-die ECC. Section 6.6
provides a detailed discussion of several key characterization studies that BEER enables.

6.3 Determining the ECC Function

BEER identies an unknown ECC function by systematically reconstructing its parity-check
matrix based on the error syndromes that the ECC logic generates while correcting errors.
Dierent ECC functions compute dierent error syndromes for a given error pattern, and by
constructing and analyzing carefully-crafted test cases, BEER uniquely identies which ECC
function a particular implementation uses. This section describes how and why this process
works. Section 6.4 describes how BEER accomplishes this in practice for on-die ECC.

6.3.1 Disambiguating Linear Block Codes

DRAM ECCs are linear block codes, e.g., Hamming codes [193] for on-die ECC [229, 330, 331,
405, 435, 448, 467, 494], BCH [69, 210] or Reed-Solomon [489] codes for rank-level ECC [115,
303], whose encoding and decoding operations are described by linear transformations of their
respective inputs (i.e.,G andHmatrices, respectively).We can therefore determine the full ECC
function by independently determining each of its linear components.

We can isolate each linear component of the ECC function by injecting errors in each
codeword bit position and observing the resulting error syndromes. For example, an 𝑛-bit
Hamming code’s parity-check matrix can be systematically determined by injecting a single-
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bit error in each of the 𝑛 bit positions: the error syndrome that the ECC decoder computes for
each pattern is exactly equal to the column of the parity-check matrix that corresponds to the
position of the injected error. As an example, Equation 6.1 shows how injecting an error at
position 2 (i.e., adding error pattern e2 to codeword c) extracts the corresponding column of
the parity-check matrix H in the error syndrome s. By the denition of a block code, H · c = 0

for all codewords [116, 219], so e2 isolates column 2 of H (i.e., H∗,2).

s = H · c′ = H · (c + e2) = H ·
©«c +


0
0
1
0
0
0
0


ª®®®¬ = 0 + H∗,2 = H∗,2 (6.1)

Thus, the entire parity-check matrix can be fully determined by testing across all 1-hot error
patterns. Cojocar et al. [115] use this approach on DRAM rank-level ECC, injecting errors
into codewords on the DDR bus and reading the resulting error syndromes provided by the
memory controller.

6.3.2 Determining the On-Die ECC Function

Unfortunately, systematically determining an ECC function as described in Section 6.3.1 is not
possible with on-die ECC for two key reasons. First, on-die ECC’s parity-check bits cannot be
accessed directly, so we have no easy way to inject an error within them. Second, on-die ECC
does not signal an error-correction event or report error syndromes (i.e., s). Therefore, even if
specialized methods (e.g., chip teardown [242, 561], advanced imaging techniques [209, 561])
could inject errors within a DRAM chip package where the on-die ECC mechanism resides,7

the error syndromes would remain invisible, so the approach taken by Cojocar et al. [115]
cannot be applied to on-die ECC. To determine the on-die ECC function using the approach
of Section 6.3.1, we rst formalize the unknown on-die ECC function and then determine how
we can infer error syndromes within the constraints of the formalized problem.

Formalizing the Unknown ECC Function

We assume that on-die ECC uses a systematic encoding, which means that the ECC function
stores data bits unmodied. This is a reasonable assumption for real hardware since it greatly
simplies data access [629] and is consistent with our experimental results in Section 6.4.1.
Furthermore, because the DRAM chip interface exposes only data bits, the relative ordering of
parity-check bits within the codeword is irrelevant from the system’s perspective. Mathemat-
ically, the dierent choices of bit positions represent equivalent codes that all have identical

7Such methods may reveal the exact on-die ECC circuitry. However, they are typically inaccessible to or
infeasible for many third-party consumers.
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error-correction properties and dier only in their internal representations [492, 495], which
on-die ECC does not expose. Therefore, we are free to arbitrarily choose the parity-check bit
positions within the codeword without loss of generality. If it becomes necessary to identify
the exact ordering of bits within the codeword (e.g., to infer circuit-level implementation de-
tails), reverse-engineering techniques based on physical DRAM error mechanisms [267, 346]
can potentially be used.

A systematic encoding and the freedom to choose parity-check bit positions mean that
we can assume that the ECC function is in standard form, where we express the parity-check
matrix for an (𝑛, 𝑘) code as a partitionedmatrixH𝑛−𝑘×𝑛 = [P𝑛−𝑘×𝑘 |I𝑛−𝑘×𝑛−𝑘]. P is a conventional
notation for the sub-matrix that corresponds to information bit positions and I is an identity
matrix that corresponds to parity-check bit positions. Note that the example ECC code of
Equation 2.1 is in standard form. With this representation, all codewords take the form c1×𝑛 =

[𝑑0𝑑1...𝑑𝑘−1 |𝑝0𝑝1...𝑝𝑛−𝑘−1], where 𝑑 and 𝑝 are data and parity-check symbols, respectively.

Identifying Syndromes Using Miscorrections

Given that on-die ECC conceals error syndromes, we develop a new approach for determining
the on-die ECC function that indirectly determines error syndromes based on how the ECC
mechanism responds when faced with uncorrectable errors. To induce uncorrectable errors,
we deliberately pause normal DRAM refresh operations long enough (e.g., several minutes
at 80◦C) to cause a large number of data-retention errors (e.g., BER > 10−4) throughout a
chip. These errors expose a signicant number of miscorrections in dierent ECC words, and
the sheer number of data-retention errors dominates any unwanted interference from other
possible error mechanisms (e.g., particle strikes [391]).

To control which data-retention errors occur, we write carefully-crafted test patterns that
restrict the errors to specic bit locations. This is possible because only cells programmed
to the CHARGED state can experience data-retention errors as discussed in Section 2.2.5. By
restricting pre-correction errors to certain cells, if a post-correction error is observed in an
unexpected location, it must be an artifact of error correction, i.e., a miscorrection. Such a
miscorrection is signicant since it: (1) signals an error-correction event, (2) is purely a function
of the ECC decoding logic, and (3) indirectly reveals the error syndrome generated by the pre-
correction error pattern. The indirection occurs because, although the miscorrection does not
expose the raw error syndrome, it does reveal that whichever error syndrome is generated
internally by the ECC logic exactly matches the parity-check matrix column that corresponds
to the position of the miscorrected bit.

These three properties mean that miscorrections are a reliable tool for analyzing ECC func-
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tions: for a given pre-correction error pattern, dierent ECC functions will generate dierent
error syndromes, and therefore miscorrections, depending on how the functions’ parity-check
matrices are organized. This means that a given ECC function causes miscorrections only

within certain bits, and the locations of miscorrection-susceptible bits dier between func-
tions. Therefore, we can dierentiate ECC functions by identifying which miscorrections are
possible for dierent test patterns.

Identifying Useful Test Paerns

To construct a set of test patterns that suce to uniquely identify an ECC function, we observe
that a miscorrection is possible in a DISCHARGED data bit only if the bit’s error syndrome can be
produced by some linear combination of the parity-check matrix columns that correspond to
CHARGED bit locations. For example, consider the 1-CHARGED patterns that each set one data bit
to the CHARGED state and all others to the DISCHARGED state. In these patterns, data-retention
errors may only occur in either (1) the CHARGED bit or (2) any parity-check bits that the ECC
function also sets to the CHARGED state. With these restrictions, observable miscorrections may
only occur within data bits whose error syndromes can be created by some linear combination
of the parity-check matrix columns that correspond to the CHARGED cells within the codeword.

As a concrete example, consider the codeword of Equation 6.2. C and D represent that the
corresponding cell is programmed to the CHARGED and DISCHARGED states, respectively.

c =
[
D D C D | D C C

]
(6.2)

Because only CHARGED cells can experience data-retention errors, there are 23 = 8 possible
error syndromes that correspond to the unique combinations of CHARGED cells failing. Table 6.1
illustrates these eight possibilities.

Pre-Correction
Error Syndrome

Post-Correction
Error Pattern Outcome[
0 0 0 0 | 0 0 0

]
0 No error[

0 0 0 0 | 0 0 1
]

H∗,6 Correctable[
0 0 0 0 | 0 1 0

]
H∗,5 Correctable[

0 0 0 0 | 0 1 1
]

H∗,5 + H∗,6 Uncorrectable[
0 0 1 0 | 0 0 0

]
H∗,2 Correctable[

0 0 1 0 | 0 0 1
]

H∗,2 + H∗,5 Uncorrectable[
0 0 1 0 | 0 1 0

]
H∗,2 + H∗,6 Uncorrectable[

0 0 1 0 | 0 1 1
]

H∗,2 + H∗,5 + H∗,6 Uncorrectable

Table 6.1: Possible data-retention error patterns, their syndromes, and their outcomes for the
codeword of Equation 6.2.
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A miscorrection occurs whenever the error syndrome of an uncorrectable error pattern
matches the parity-check matrix column of a non-erroneous data bit. In this case, the column’s
location would then correspond to the bit position of the miscorrection. However, a miscor-
rection only reveals information if it occurs within one of the DISCHARGED data bits, for only
then are we certain that the observed bit ip is unambiguously a miscorrection rather than
an uncorrected data-retention error. Therefore, the test patterns we use should maximize the
number of DISCHARGED bits so as to increase the number of miscorrections that yield infor-
mation about the ECC function.

To determine which test patterns to use, we expand upon the approach of injecting 1-hot
errors described in Section 6.3.1. Although we would need to write data to all codeword bits
in order to test every 1-hot error pattern, on-die ECC does not allow writing directly to the
parity-check bits. This leads to two challenges. First, we cannot test 1-hot error patterns for
which the 1-hot error is within the parity-check bits, which means that we cannot dieren-
tiate ECC functions that dier only within their parity-check bit positions. Fortunately, this
is not a problem because, as Section 6.3.2 discusses in detail, all such functions are equivalent
codes with identical externally-visible error-correction properties. Therefore, we are free to
assume that the parity-check matrix is in standard form, which species parity-check bits’
error syndromes (i.e., I𝑛−𝑘×𝑛−𝑘 ) and obviates the need to experimentally determine them.

Second, writing the 𝑘 bits of the dataword with a single CHARGED cell results in a code-
word with an unknown number of CHARGED cells because the ECC function independently
determines the values of remaining 𝑛 − 𝑘 parity-check bits. As a result, the nal codeword
may contain anywhere from 1 to 𝑛 − 𝑘 + 1 CHARGED cells, and the number of CHARGED cells
will vary for dierent test patterns. Because we cannot directly access the parity-check bits’
values, we do not know which cells are CHARGED for a given test pattern, and therefore, we
cannot tie post-correction errors back to particular pre-correction error patterns. Fortunately,
we can work around this problem by considering all possible error patterns that a given code-
word can experience, which amounts to examining all combinations of errors that the CHARGED
cells can experience. Table 6.1 illustrates this for when the dataword is programmed with a
1-CHARGED test pattern (as shown in Equation 6.2). In this example, the encoded codeword con-
tains three CHARGED cells, which may experience any of 23 possible error patterns. Section 6.4.1
discusses how we can accomplish testing all possible error patterns in practice by exploiting
the fact that data-retention errors occur uniform-randomly, so testing across many dierent
codewords provides samples from many dierent error patterns at once.
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Shortened Codes

Linear block codes can be either of full-length if all possible error syndromes are present within
the parity-check matrix (e.g., all 2𝑝 − 1 error syndromes for a Hamming code with 𝑝 parity-
check bits, as is the case for the code shown in Equation 2.1) or shortened if one or more
information symbols are truncated while retaining the same number of parity-check sym-
bols [116, 219]. This distinction is crucial for determining appropriate test patterns because,
for full-length codes, the 1-CHARGED patterns identify the miscorrection-susceptible bits for
all possible error syndromes. In this case, testing additional patterns that have more than one
CHARGED bit provides no new information because any resulting error syndromes are already
tested using the 1-CHARGED patterns.

However, for shortened codes, the 1-CHARGED patterns may not provide enough informa-
tion to uniquely identify the ECC function because the 1-CHARGED patterns can no longer test
for the missing error syndromes. Fortunately, we can recover the missing information by re-
constructing the truncated error syndromes using pairwise combinations of the 1-CHARGED
patterns. For example, asserting two CHARGED bits eectively tests an error syndrome that is
the linear combination of the bits’ corresponding parity-check matrix columns. Therefore, by
supplementing the 1-CHARGED patterns with the 2-CHARGED patterns, we eectively encompass
the error syndromes that were shortened. Section 6.5.1 evaluates BEER’s sensitivity to code
length, showing that the 1-CHARGED patterns are indeed sucient for full-length codes and the
{1,2}-CHARGED patterns for shortened codes that we evaluate with dataword lengths between
4 and 247.

6.4 Bit-Exact Error Recovery (BEER)

Our goal in this work is to develop a methodology that reliably and accurately determines the
full ECC function (i.e., its parity-check matrix) for any DRAM on-die ECC implementation
without requiring hardware tools, prerequisite knowledge about the DRAM chip or on-die
ECCmechanism, or access to ECCmetadata (e.g., error syndromes, parity information). To this
end, we present BEER, which systematically determines the ECC function by observing how
it reacts when subjected to carefully-crafted uncorrectable error patterns. BEER implements
the ideas developed throughout Section 6.3 and consists of three key steps: (1) experimentally
inducing miscorrections, (2) analyzing observed post-correction errors, and (3) solving for the
ECC function.

This section describes each of these steps in detail in the context of experiments us-
ing 32, 20, and 28 real LPDDR4 DRAM chips from three major manufacturers, whom we
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anonymize for condentiality reasons as A, B, and C, respectively. We perform all tests us-
ing a temperature-controlled infrastructure with precise control over the timings of refresh
and other DRAM bus commands.

6.4.1 Step 1: Inducing Miscorrections

To induce miscorrections as discussed in Section 6.3.2, we must rst identify the (1) CHARGED
and DISCHARGED encodings of each cell and (2) layout of individual datawords within the ad-
dress space. This section describes how we determine these in a way that is applicable to any
DRAM chip.

Determining CHARGED and DISCHARGED States

We determine the encodings of the CHARGED and DISCHARGED states by experimentally mea-
suring the layout of true- and anti-cells throughout the address space as done in prior
works [312,327,467].Wewrite data ‘0’ and data ‘1’ test patterns to the entire chipwhile pausing
DRAM refresh for 30 minutes at temperatures between 30−80◦C. The resulting data-retention
error patterns reveal the true- and anti-cell layout since each test pattern isolates one of the
cell types. We nd that chips from manufacturers A and B use exclusively true-cells, and chips
frommanufacturer C use 50%/50% true-/anti-cells organized in alternating blocks of rows with
block lengths of 800, 824, and 1224 rows. These observations are consistent with the results of
similar experiments performed by prior work [467].

Determining the Layout of Datawords

To determine which addresses correspond to individual ECC datawords, we program one cell
per row8 to the CHARGED state with all other cells DISCHARGED. We then sweep the refresh win-
dow 𝑡𝑅𝐸𝐹𝑤 from 10 seconds to 10 minutes at 80◦C to induce uncorrectable errors. Because only
CHARGED cells can fail, post-correction errors may only occur in bit positions corresponding to
either (1) the CHARGED cell itself or (2) DISCHARGED cells due to a miscorrection. By sweeping
the bit position of the CHARGED cell within the dataword, we observe miscorrections that are
restricted exclusively to within the same ECC dataword.We nd that chips from all three man-
ufacturers use identical ECC word layouts: each contiguous 32B region of DRAM comprises
two 16B ECC words that are interleaved at byte granularity. A 128-bit dataword is consistent
with prior industry and academic works on on-die ECC [330, 331, 405, 467].

8We assume that ECC words do not straddle row boundaries since accesses would then require reading two
rows simultaneously. However, one cell per bank can be tested to accommodate this case if required.
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Testing With 1,2-CHARGED Paerns

To test each of the 1- or 2-CHARGED patterns, we program an equal number of datawords with
each test pattern. For example, a 128-bit dataword yields

(128
1
)
= 128 and

(128
2
)
= 8128 1- and 2-

CHARGED test patterns, respectively. As Section 6.3.2 discusses, BEER must identify all possible
miscorrections for each test pattern. To do so, BEER must exercise all possible error patterns
that a codeword programmed with a given test pattern can experience (e.g., up to 210 = 1024
unique error patterns for a (136, 128) Hamming code using a 2-CHARGED pattern).

Fortunately, although BEERmust test a large number of error patterns, even a single DRAM
chip typically contains millions of ECC words (e.g., 224 128-bit words for a 16 Gib chip), and
we simultaneously test them all when we reduce the refresh window across the entire chip.
Because data-retention errors occur uniform-randomly (discussed in Section 2.2.5), every ECC
word tested provides an independent sample of errors. Therefore, even one experiment pro-
vides millions of samples of dierent error patterns within the CHARGED cells, and running
multiple experiments at dierent operating conditions (e.g., changing temperature or the re-
fresh window) across multiple DRAM chips9 dramatically increases the sample size, making
the probability of not observing a given error pattern exceedingly low.. We analyze experi-
mental runtime in Section 6.5.3.

Table 6.2 illustrates testing the 1-CHARGED patterns using the ECC function given by Equa-
tion 2.1. There are four test patterns, and Table 6.2 shows the miscorrections that are possible
for each one assuming that all cells are true cells. For this ECC function, miscorrections are
possible only for test pattern 0, and no pre-correction error pattern exists that can cause mis-
corrections for the other test patterns. Note that, for errors in the CHARGED-bit positions, we
cannot be certain whether a post-correction error is a miscorrection or simply a data-retention
error, so we label it using ‘?’. We refer to the cumulative pattern-miscorrection pairs as a mis-

correction prole. Thus, Table 6.2 shows the miscorrection prole of the ECC function given
by Equation 2.1.

1-CHARGED Pattern ID 1-CHARGED Pattern Possible Miscorrections(Bit-Index of CHARGED Cell)
3 [D D D C] [− − − ?]
2 [D D C D] [− − ? −]
1 [D C D D] [− ? − −]
0 [C D D D] [? 1 1 1]

Table 6.2: Example miscorrection prole for the ECC function given in Equation 2.1.

To obtain themiscorrection prole of the on-die ECC functionwithin eachDRAM chip that
we test, we lengthen the refresh window 𝑡𝑅𝐸𝐹𝑤 to between 2 minutes, where uncorrectable er-

9Assuming chips of the same model use the same on-die ECC mechanism, which our experimental results in
Section 6.4.1 support.
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rors begin to occur frequently (BER ≈ 10−7), and 22 minutes, where nearly all ECC words
exhibit uncorrectable errors (BER ≈ 10−3), in 1 minute intervals at 80◦C. During each experi-
ment, we record which bits are susceptible to miscorrections for each test pattern (analogous
to Table 6.2). Figure 6.2 shows this information graphically, giving the logarithm of the number
of errors observed in each bit position (𝑋 -axis) for each 1-CHARGED test pattern (𝑌 -axis). The
data is taken from the true-cell regions of a single representative chip from each manufacturer.
Errors in the CHARGED bit positions (i.e., where 𝑌 = 𝑋 ) stand out clearly because they occur
alongside all miscorrections as uncorrectable errors.
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Figure 6.2: Errors observed in a single representative chip from each manufacturer using the
1-CHARGED test patterns, showing that manufacturers appear to use dierent ECC functions.

The data shows that miscorrection proles vary signicantly between dierent manufac-
turers. This is likely because each manufacturer uses a dierent parity-check matrix: the pos-
sible miscorrections for a given test pattern depend on which parity-check matrix columns
are used to construct error syndromes. With dierent matrices, dierent columns combine to
form dierent error syndromes. The miscorrection proles of manufacturers B and C exhibit
repeating patterns, which likely occur due to regularities in how syndromes are organized
in the parity-check matrix, whereas the matrix of manufacturer A appears to be relatively
unstructured. We suspect that manufacturers use dierent ECC functions because each man-
ufacturer employs their own circuit design, and specic parity-check matrix organizations
lead to more favorable circuit-level tradeos (e.g., layout area, critical path lengths).

We nd that chips of the same model number from the same manufacturer yield identical
miscorrection proles, which (1) validates that we are observing design-dependent data and
(2) conrms that chips from the same manufacturer and product generation appear to use
the same ECC functions. To sanity-check our results, we use EINSim [4, 467] to simulate the
miscorrection proles of the nal parity-check matrices we obtain from our experiments with



CHAPTER 6. BEER: IDENTIFYING THE ON-DIE ECC FUNCTION 109

real chips, and we observe that the miscorrection proles obtained via simulation match those
measured via real chip experiments.

6.4.2 Step 2: Analyzing Post-Correction Errors

In practice, BEER may either (1) fail to observe a possible miscorrection or (2) misidentify
a miscorrection due to unpredictable transient errors (e.g., soft errors from particle strikes,
variable-retention time errors, voltage uctuations). These events can theoretically pollute
the miscorrection prole with incorrect data, potentially resulting in an illegal miscorrection
prole, i.e., one that does not match any ECC function.

Fortunately, case (1) is unlikely given the sheer number of ECC words even a single chip
provides for testing (discussed in Section 6.4.1). While it is possible that dierent ECC words
throughout a chip use dierent ECC functions, we believe that this is unlikely because it com-
plicates the design with no clear benets. Even if a chip does use more than one ECC function,
the dierent functions will likely follow patterns aligning with DRAM substructures (e.g., al-
ternating between DRAM rows or subarrays [294, 315]), and we can test each region individ-
ually.

Similarly, case (2) is unlikely because transient errors occur randomly and rarely [480] as
compared with the data-retention error rates that we induce for BEER (> 10−7), so transient
error occurrence counts are far lower than those of real miscorrections that are observed fre-
quently in miscorrection-susceptible bit positions. Therefore, we apply a simple threshold l-
ter to remove rarely-observed post-correction errors from the miscorrection prole. Figure 6.3
shows the relative probability of observing a miscorrection in each bit position aggregated
across all 1-CHARGED test patterns for a representative chip from manufacturer B. Each data
point is a boxplot that shows the full distribution of probability values, i.e., min, median, max,
and interquartile-range (IQR), observed when sweeping the refresh window from 2 to 22 min-
utes (i.e., the same experiments described in Section 6.4.1).

We see that zero and nonzero probabilities are distinctly separated, so we can robustly
resolve miscorrections for each bit. Furthermore, each distribution is extremely tight, mean-
ing that any of the individual experiments (i.e., any single component of the distributions)
is suitable for identifying miscorrections. Therefore, a simple threshold lter (illustrated in
Figure 6.3) distinctly separates post-correction errors that occur near-zero times from miscor-
rections that occur signicantly more often.
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Figure 6.3: Relative probability of observing a miscorrection in each bit position aggregated
across all 1-CHARGED test patterns for a representative chip ofmanufacturer B. The dashed line
shows a threshold lter separating zero and nonzero values.

6.4.3 Step 3: Solving for the ECC Function

We use the Z3 SAT solver [126] (described in Section 2.5) to identify the exact ECC function
given a miscorrection prole. To determine the encoding (𝐹𝑒𝑛𝑐𝑜𝑑𝑒 ) and decoding (𝐹𝑑𝑒𝑐𝑜𝑑𝑒 ) func-
tions, we express them as unknown generator (G) and parity-check (H) matrices, respectively.
We then add the following constraints to the SAT solver for G and H:

1. Basic linear code properties (e.g., unique H columns).

2. Standard form matrices, as described in Section 6.3.2.

3. Information contained within the miscorrection prole (i.e., pattern 𝑖 can(not) yield a
miscorrection in bit 𝑗 ).

Upon evaluating the SAT solver with these constraints, the resulting G and H matrices rep-
resent the ECC encoding and decoding functions, respectively, that cause the observed mis-
correction prole. To verify that no other ECC function may result in the same miscorrection
prole, we simply repeat the SAT solver evaluation with the additional constraint that the al-
ready discovered G and H matrices are invalid. If the SAT solver nds another ECC function
that satises the new constraints, the solution is not unique.

To seamlessly apply BEER to the DRAM chips that we test, we develop an open-source C++
application [1] that incorporates the SAT solver and determines the ECC function correspond-
ing to an arbitrary miscorrection prole. The tool exhaustively searches for all possible ECC
functions that satisfy the aforementioned constraints and therefore will generate the input
miscorrection prole. Using this tool, we apply BEER to miscorrection proles that we exper-
imentally measure across all chips using refresh windows up to 30 minutes and temperatures
up to 80◦C. We nd that BEER uniquely identies the ECC function for all manufacturers. Un-
fortunately, we are unable to publish the resulting ECC functions for condentiality reasons
as set out in Section 6.2.1. Although we are condent in our results because our SAT solver
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tool identies a unique ECC function that explains the observed miscorrection proles for
each chip, we have no way to validate BEER’s results against a groundtruth. To overcome this
limitation, we demonstrate BEER’s correctness using simulation in Section 6.5.1.

6.4.4 Requirements and Limitations

Although we demonstrate BEER’s eectiveness using both experiment and simulation, BEER
has several testing requirements and limitations that we review in this section.
Testing Requirements

• Single-level ECC: BEER assumes that there is no second level of ECC (e.g., rank-level ECC
in the DRAM controller) present during testing.10 This is reasonable since system-level
ECCs can typically be bypassed (e.g., via FPGA-based testing or disabling through the
BIOS) or reverse-engineered [115], even in the presence of on-die ECC, before applying
BEER.

• Inducing data-retention errors: BEER requires nding a refresh window (i.e., 𝑡𝑅𝐸𝐹𝑤 ) for
each chip that is long enough to induce data-retention errors and expose miscorrections.
Fortunately, we nd that refresh windows between 1-30 minutes at 80◦C reveal more
than enough miscorrections to apply BEER. In general, the refresh window can be easily
modied (discussed in Section 2.2.5), and because data-retention errors are fundamental
to DRAM technology, BEER applies to all DDRx DRAM families regardless of their data
access protocols and will likely hold for future DRAM chips, whose data-retention error
rates will likely be even more prominent [176, 276, 309, 332, 369, 397, 405, 435, 448, 538].

Limitations

• ECC code type: BEER works on systematic linear block codes, which are commonly
employed for latency-sensitive main memory chips since: (i) they allow the data to
be directly accessed without additional operations [629] and (ii) stronger codes (e.g.,
LDPC [158], concatenated codes [152]) cost considerablymore area and latency [74,444].

• No groundtruth: BEER alone cannot conrm whether the ECC function that it identies
is the correct answer. However, if BEER nds exactly one ECC function that explains the
experimentally observed miscorrection prole, it is very likely that the ECC function is
correct.

10We can potentially extend BEER to multiple levels of ECC by extending the SAT problem to the concatenated
code formed by the combined ECCs and constructing test patterns that target each level sequentially, but we leave
this direction to future work.
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• Disambiguating equivalent codes: On-die ECC does not expose the parity-check bits, so
BEER can only determine the ECC function to an equivalent code (discussed in Sec-
tions 6.3.2 and 6.3.2). Fortunately, equivalent codes dier only in their internal metadata
representations, so this limitation should not hinder most third-party studies. In gen-
eral, we are unaware of any way to disambiguate equivalent codes without accessing
the ECC mechanism’s internals.

6.5 BEER Evaluation

We evaluate BEER’s correctness in simulation, SAT solver performance on a real system, and
experimental runtime analytically. Our evaluations both (1) show that BEER is practical and
correctly identies the ECC function within our simulation-based analyses, and (2) provide
intuition for how the SAT problem’s complexity scales for longer ECC codewords.

6.5.1 Simulation-Based Correctness Evaluation

We simulate applying BEER to DRAM chips with on-die ECC using a modied version of
the EINSim [4, 467] open-source DRAM error-correction simulator that we also publicly re-
lease [4]. We simulate 115300 single-error correction Hamming code functions that are rep-
resentative of those used for on-die ECC [229, 330, 331, 405, 435, 448, 467, 494]: 2000 each for
dataword lengths between 4 and 57 bits, 100 each between 58 and 120 bits, and 100 each for
selected values between 121 and 247 bits because longer codes require signicantly more sim-
ulation time. For each ECC function, we simulate inducing data-retention errors within the 1-,
2-, and 3-CHARGED11 test patterns according to the data-retention error properties outlined in
Section 2.2.5. For each test pattern, we model a real experiment by simulating 109 ECC words
and data-retention error rates ranging from 10−5 to 10−2 to obtain a miscorrection prole.
Then, we apply BEER to the miscorrection proles and show that BEER correctly recovers the
original ECC functions.

Figure 6.4 shows how many unique ECC functions BEER nds when using dierent test
patterns to generate miscorrection proles. For each dataword length tested, we show themin-
imum, median, and maximum number of solutions identied across all miscorrection proles.
The data shows that BEER is always able to recover the original unique ECC function using
the {1,2}-CHARGED conguration that uses both the 1-CHARGED and 2-CHARGED test patterns. For
full-length codes (i.e., with dataword lengths 𝑘 ∈ 4, 11, 26, 57, 120, 247, ...) that contain all possi-

11We include the 3-CHARGED patterns to show that they fail to uniquely identify all ECC functions despite
comprising combinatorially more test patterns than the combined 1- and 2-CHARGED patterns.
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ble error syndromes within the parity-check matrix by construction, all test patterns uniquely
determine the ECC function, including the 1-CHARGED patterns alone.
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Figure 6.4: Number of ECC functions that match miscorrection proles created using dier-
ent test patterns.

On the other hand, the individual 1-, 2-, and 3-CHARGED patterns sometimes identify mul-
tiple ECC functions for shortened codes, with more solutions identied both for (1) shorter
codes and (2) codes with more aggressive shortening. However, the data shows that BEER
often still uniquely identies the ECC function even using only the 1-CHARGED patterns (i.e.,
for 87.7% of all codes simulated) and always does so with the {1,2}-CHARGED patterns. This is
consistent with the fact that shortened codes expose fewer error syndromes to test (discussed
in Section 6.3.2). It is important to note that, even if BEER identies multiple solutions, it still
narrows a combinatorial-sized search space to a tractable number of ECC functions that are
well suited to more expensive analyses (e.g., intrusive error-injection, die imaging techniques,
or manual inspection).

While our simulations do not model interference from transient errors, such errors are
rare events [480] when compared with the amount of uncorrectable data-retention errors that
BEER induces. Even if sporadic transient errors were to occur, Section 6.4.2 discusses in detail
how BEER mitigates their impact on the miscorrection prole using a simple thresholding
lter.

6.5.2 Real-System Performance Evaluation

We evaluate BEER’s performance and memory usage using ten servers with 24-core 2.30 GHz
Intel Xeon(R) Gold 5118 CPUs [227] and 192 GiB 2666 MHz DDR4 DRAM [249] each. All
measurements are taken with Hyper-Threading [227] enabled and all cores fully occupied.
Figure 6.5 shows overall runtime and memory usage when running BEER with the 1-CHARGED
patterns for dierent ECC code lengths on a log-log plot along with the time required to (1)
solve for the ECC function (“Determine Function”) and (2) verify the uniqueness of the solu-
tion (“Check Uniqueness”). Each data point gives the minimum, median, and maximum values
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observed across our simulated ECC functions (described in Section 6.5.1). We see that the total
runtime and memory usage are negligible for short codes and grow as large as 62 hours and
11.4 GiB of memory for large codes. For a representative dataword length of 128 bits, the me-
dian total runtime and memory usage are 57.1 hours and 6.3 GiB, respectively. At each code
length where we add an additional parity-check bit, the runtime and memory usage jump ac-
cordingly since the complexity of the SAT evaluation problem increases by an extra dimension.
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Figure 6.5: Measured BEER runtime (left y-axis) andmemory usage (right y-axis) for dierent
ECC codeword lengths.

The total runtime is quickly dominated by the SAT solver checking uniqueness, which re-
quires exhaustively exploring the entire search space of a given ECC function. However, simply
determining the solution ECC function(s) is much faster, requiring less than 2.7 minutes even
for the longest codes evaluated and for shortened codes that potentially have multiple solu-
tions using only the 1-CHARGED patterns. From this data, we conclude that BEER is practical for
reasonable-length codes used for on-die ECC (e.g., 𝑘 = 64, 128). However, our BEER implemen-
tation has room for optimization, e.g., using dedicated GF(2) BLAS libraries (e.g., LELA [214])
or advanced SAT solver theories (e.g., SMT bitvectors [72]), and an optimized implementation
would likely improve performance, enabling BEER’s application to an even greater range of
on-die ECC functions. Section 9.1.1 discusses such optimizations in greater detail. Neverthe-
less, BEER is a one-time oine process, so it need not be aggressively performant in most
use-cases.

6.5.3 Analytical Experiment Runtime Analysis

Our experimental runtime is overwhelmingly bound by waiting for data-retention errors to
occur during a lengthened refresh window (e.g., 10 minutes) while interfacing with the DRAM
chip requires only on the order of milliseconds (e.g., 168 ms to read an entire 2 GiB LPDDR4-
3200 chip [250]). Therefore, we estimate total experimental runtime as the sum of the refresh
windows that we individually test. For the data we present in Section 6.4.1, testing each refresh
window between 2 to 22 minutes in 1 minute increments requires a combined 4.2 hours of test-
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ing for a single chip. However, if chips of the same model number use the same ECC functions
(as our data supports in Section 6.4.1), we can reduce overall testing latency by parallelizing
individual tests across dierent chips. Furthermore, because BEER is likely a one-time exercise
for a given DRAM chip, it is sucient that BEER is practical oine.

6.6 Example Practical Use-Cases

BEER empowers third-party DRAM users to decouple the reliability characteristics of modern
DRAM chips from any particular on-die ECC function that a chip implements. This section
discusses ve concrete analyses that BEER enables. To our knowledge, BEER is the rst work
capable of inferring this information without bypassing the on-die ECC mechanism. We hope
that end users and future works nd more ways to extend and apply BEER in practice.

6.6.1 BEEP: Profiling for Raw Bit Errors

We introduce Bit-Exact Error Proling (BEEP), a new data-retention error proling algorithm
enabled by BEER that infers the number and bit-exact locations of pre-correction error-prone
cells when given a set of operating conditions that cause uncorrectable errors in an ECCword.
To our knowledge, BEEP is the rst DRAM error proling methodology capable of identifying
bit-exact error locations throughout the entire on-die ECC codeword, including within the
parity bits.

BEEP: Inference Based on Miscorrections

Because miscorrections are purely a function of the ECC logic (discussed in Section 6.3.2),
an observed miscorrection indicates that a specic pre-correction error pattern has occurred.
Although several such patterns can map to the same miscorrection, BEEP narrows down the
possible pre-correction error locations by using the known parity-check matrix (after apply-
ing BEER) to construct test patterns for additional experiments that disambiguate the possi-
bilities. At a high level, BEEP crafts test patterns to reveal errors as it incrementally traverses
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Figure 6.6: Example of running BEEP on a single 136-bit ECC codeword to identify locations
of pre-correction errors.
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each codeword bit, possibly using multiple passes to capture low-probability errors. As BEEP
iterates over the codeword, it builds up a list of suspected error-prone cells.

BEEP comprises three phases: 1 crafting suitable test patterns, 2 experimental testing
with crafted patterns, and 3 calculating pre-correction error locations from observed mis-
corrections. Figure 6.6 illustrates these three phases in an example where BEEP proles for
pre-correction errors in a 128-bit ECC dataword. The following sections explain each of the
three phases and refer to Figure 6.6 as a running example.

Craing Suitable Test Paerns

Conventional DRAM error prolers (e.g., [103, 199, 259, 283, 285, 327, 346, 369, 370, 468, 564,
571]) use carefully designed test patterns that induce worst-case circuit conditions in order to
maximize their coverage of potential errors [12, 414]. Unfortunately, on-die ECC encodes all
data into codewords, so the intended software-level test patterns likely do not maintain their
carefully-designed properties when written to the physical DRAM cells. BEEP circumvents
these ECC-imposed restrictions by using a SAT solver along with the known ECC function
(via BEER) to craft test patterns that both (1) locally induce the worst-case circuit conditions
and (2) result in observable miscorrections if suspected error-prone cells do indeed fail.

Without loss of generality, we assume that the worst-case conditions for a given bit occur
when its neighbors are programmed with the opposite charge states, which prior work shows
to exacerbate circuit-level coupling eects and increase error rates [12, 21, 283, 324, 362, 369,
414,436,488,521,565]. If the design of a worst-case pattern is not known, or if it has a dierent
structure than we assume, BEEP can be adapted by simply modifying the relevant SAT solver
constraints (described below). To ensure that BEEP observes a miscorrection when a given
error occurs, BEEP crafts a pattern that will suer a miscorrection if the error occurs alongside
an already-discovered error. We express these conditions to the SAT solver using the following
constraints:

1. Bits adjacent to the target bit have opposing charge states.

2. One or moremiscorrections is possible using some combination of the already-identied
data-retention errors.

Several such patterns typically exist, and BEEP simply uses the rst one that the SAT solver
returns (although a dierent BEEP implementation could test multiple patterns to help identify
low-probability errors). Figure 6.6 1 illustrates how such a test pattern appears physically
within the cells of a codeword: the target cell is CHARGED, its neighbors are DISCHARGED, and
the SAT solver freely determines the states of the remaining cells to increase the likelihood of
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a miscorrection if the target cell fails. If the SAT solver fails to nd such a test pattern, BEEP
attempts to craft a pattern using constraint 2 alone, which, unlike constraint 1, is essential to
observing miscorrections. Failing that, BEEP simply skips the bit until more error-prone cells
are identied that could facilitate causing miscorrections. We evaluate how successfully BEEP
identies errors in Section 6.6.1, nding that a second pass over the codeword helps in cases
of few or low-probability errors.

Experimental Testing with Craed Paerns

BEEP tests a pattern by writing it to the target ECC word, inducing errors by lengthening
the refresh window, and reading out the post-correction data. Figure 6.6 2 shows examples
of post-correction error patterns that might be observed during an experiment. Each miscor-
rection indicates that an uncorrectable number of pre-correction errors exists, and BEEP uses
the parity-check matrix H to calculate their precise locations. This is possible because each
miscorrection reveals an error syndrome s for the (unknown) erroneous pre-correction code-
word c′ that caused the miscorrection. Therefore, we can directly solve for c′ as shown in
Equation 6.3.

s = H ∗ c′ = 𝑐′0 · H∗,0 + 𝑐′1 · H∗,1 + ... + 𝑐′𝑛 · H∗,n (6.3)

This is a system of equations with one equation for each of 𝑛 − 𝑘 unknowns, i.e., one each for
the 𝑛−𝑘 inaccessible parity bits. There is guaranteed to be exactly one solution for c′ since the
parity-checkmatrix always has full rank (i.e., rank(H) = 𝑛−𝑘). Since we also know the original
codeword (c = 𝐹𝑒𝑛𝑐𝑜𝑑𝑒 (d) = G · d), we can simply compare the two (i.e., c ⊕ c′) to determine
the bit-exact error pattern that led to the observed miscorrection. Figure 6.6 3 shows how
BEEP updates a list of learned pre-correction error locations, which the SAT solver then uses
to construct test patterns for subsequent bits. Once all bits are tested, the list of pre-correction
errors yields the number and bit-locations of all identied error-prone cells.

Evaluating BEEP’s Success Rate

To understand how BEEP performs in practice, we evaluate its success rate, i.e., the likelihood
that BEEP correctly identies errors within a codeword. We use a modied version of EIN-
Sim [4] to perform Monte-Carlo simulation across 100 codewords per measurement. To keep
our analysis independent of any particular bit-error rate model, we subdivide experiments
by the number of errors (𝑁 ) injected per codeword. In this way, we can exibly evaluate the
success rate for a specic error distribution using the law of total probability over the 𝑁 s.

Number of Passes. Figure 6.7 shows BEEP’s success rate when using one and two passes
over the codeword for dierent codeword lengths. Each bar shows the median value over the
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100 codewords with an error bar showing the 5th and 95th percentiles. The data shows that
BEEP is highly successful across all tested error counts, especially for longer 127- and 255-bit
codewords that show a 100% success rate even with a single pass. Longer codewords perform
better in part because BEEP uses one test pattern per bit, whichmeans that longer codes lead to
more patterns. However, longer codewords perform better even with comparable test-pattern
counts (e.g., 2 passes with 31-bit vs 1 pass with 63-bit codewords) because longer codewords
simply have more bits (and therefore, error syndromes) for the SAT solver to consider when
crafting a miscorrection-prone test pattern. On the other hand, miscorrection-prone test pat-
terns are more dicult to construct for shorter codes that provide fewer bits to work with, so
BEEP fails more often when testing shorter codes.
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Figure 6.7: BEEP success rate for 1 vs. 2 passes and dierent codeword lengths and numbers
of errors injected.

Per-Bit Error Probabilities. Figure 6.8 shows how BEEP’s success rate changes using
a single pass when the injected errors have dierent per-bit probabilities of error (P[error]).
This experiment represents a more realistic scenario where some DRAM cells probabilistically
experience data-retention errors. We see that BEEP remains eective (i.e., has a near-100% suc-
cess rate) for realistic 63- and 127-bit codeword lengths, especially at higher bit-error probabil-
ities and error counts. BEEP generally has a higher success rate with longer codes compared
to shorter ones, and for shorter codewords at low error probabilities, the data shows that BEEP
may require more test patterns (e.g., multiple passes) to reliably identify all errors.

It is important to note that, while evaluating low error probabilities is demonstrative, it
represents a pessimistic scenario since a real DRAM chip exhibits a mix of low and high per-
bit error probabilities.12 Although any error-proling mechanism that identies errors based
on when they manifest might miss low-probability errors,13 the data shows that BEEP is re-

12Patel et al. [468] provide a preliminary exploration of how per-bit error probabilities are distributed through-
out a DRAM chip, but formulating a detailed error model for accurate simulation is beyond the scope of our work.

13Patel et al. [468] increase error coverage by exacerbating the bit-error probability, and their approach
(REAPER) can be used alongside BEEP to help identify low-probability errors.
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Figure 6.8: BEEP success rate for dierent single-bit error probabilities using dierent ECC
codeword lengths for dierent numbers of errors injected in the codeword.

silient to low error probabilities, especially for longer, more realistic codewords. Therefore,
our evaluations demonstrate that BEEP eectively enables a new proling methodology that
uses the ECC function determined by BEER to infer pre-correction errors from observed post-
correction error patterns.

Other DRAM Error Mechanisms

Although we demonstrate BEEP solely for data-retention errors, BEEP can potentially be
extended to identify errors that occur due to other DRAM error mechanisms (e.g., stuck-at
faults, circuit timing failures). However, simultaneously diagnosing multiple error models is
a very dicult problem since dierent types of faults can be nearly indistinguishable (e.g.,
data-retention errors and stuck-at-DISCHARGED errors). Proling for arbitrary error types is a
separate problem from what we tackle in this work, and we intend BEEP as a simple, intuitive
demonstration of how knowing the ECC function is practically useful. Therefore, we leave
extending BEEP to alternative DRAM error mechanisms to future work.

6.6.2 Other Use-Cases that Benefit from BEER

We identify four additional use cases for which BEERmitigates on-die ECC’s interference with
third-party studies by revealing the full ECC function (i.e., its parity-check matrix).

Combining Error Mitigation Mechanisms

If the on-die ECC function is known, a system architect can design a second level of error
mitigation (e.g., rank-level ECC) that better suits the error characteristics of a DRAM chip
with on-die ECC. Figure 1 provides a simple example of how dierent ECC functions cause
dierent data bits to be more error-prone even though the pre-correction errors are uniformly
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distributed. This means that on-die ECC changes the DRAM chip’s software-visible error char-
acteristics in a way that depends on the particular ECC function it employs. If the on-die ECC
function is known, we can calculate the expected post-correction error characteristics14 and
build an error model that accounts for the transformative eects of on-die ECC. Using this
error model, the system architect can make an informed decision when selecting a secondary
mitigation mechanism to complement on-die ECC. For example, architects could modify a
traditional rank-level ECC scheme to asymmetrically protect certain data bits that are more
prone to errors than others as a result of on-die ECC’s behavior [327, 592]. In general, BEER
enables system designers to better design secondary error-mitigation mechanisms to suit the
expected DRAM reliability characteristics, thereby improving overall system reliability.

Craing Targeted Test Paerns

Several DRAM error mechanisms are highly pattern sensitive, including RowHammer [297,
312, 422, 426], data-retention [191, 282, 283, 285, 305, 369, 370, 468], and reduced-access-
latency [91, 94, 294, 343, 346]. Dierent test patterns aect error rates by orders of mag-
nitude [283–285, 297, 337, 369, 468] because each pattern exercises dierent static and dy-
namic circuit-level eects. Therefore, test patterns are typically designed carefully to in-
duce the worst-case circuit conditions for the error mechanism under test (e.g., marching
‘1’s [12,199,369,414,468]). As Section 6.6.1 discusses in greater detail, on-die ECC restricts the
possible test patterns to only the ECC function’s codewords. Fortunately, the SAT-solver-based
approach that BEEP uses to craft test patterns generalizes to crafting targeted test patterns for
these error mechanisms also.

Studying Spatial Error Distributions

Numerous prior works [91,94,294,312,346,460,526] experimentally study the spatial distribu-
tions of errors throughout the DRAM chip in order to gain insight into how the chip operates
and how its performance, energy, and/or reliability can be improved. These studies rely on in-
ducing errors at relatively high error rates so that many errors occur that can leak information
about a device’s underlying structure. With on-die ECC, studying spatial error distributions
requires identifying pre-correction errors throughout the codeword, including within the in-
accessible parity bits. BEEP demonstrates one possible concrete way by which BEER enables
these studies for chips with on-die ECC.

14By assuming a given data value distribution, e.g., xed values for a predictable software application, uniform-
random data for a general system.
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Diagnosing Post-Correction Errors

A third-party tester may want to determine the physical reason(s) behind an observed error.
For example, a system integrator who is validating a DRAM chip’s worst-case operating condi-
tions may observe unexpected errors due to an unforeseen defect (e.g., at a precise DQ-pin po-
sition). Unfortunately, on-die ECC obscures both the number and locations of pre-correction
errors, so the observed errors no longer provide insight into the underlying physical error
mechanism responsible. Using BEEP, such errors can be more easily diagnosed because the
revealed pre-correction errors directly result from the error mechanism.

6.7 Summary

We introduce Bit-Exact Error Recovery (BEER), a new methodology for determining the full
DRAM on-die ECC function (i.e., its parity-check matrix) without requiring hardware support,
prerequisite knowledge about the DRAM chip or on-die ECC mechanism, or access to ECC
metadata (e.g., parity-check bits, error syndromes). We use BEER to determine the on-die ECC
functions of 80 real LPDDR4 DRAM chips and show that BEER is both eective and practical
using rigorous simulations. We discuss ve concrete use-cases for BEER, including BEEP, a
newDRAM error proling methodology capable of inferring exact pre-correction error counts
and locations. We believe that BEER takes an important step towards enabling eective third-
party design and testing around DRAM chips with on-die ECC and are hopeful that BEER will
enable many new studies going forward.



Chapter 7

Practical and Eective Error Profiling
for Memory Chips with On-Die ECC

Throughout the previous three chapters, we built a detailed understanding of how and why
on-die ECC obfuscates pre-correction errors. Then, we developed new testing techniques that
provide insight into the on-die ECC mechanism and the pre-correction errors. In this chapter,
we closely study the characteristics of the post-correction errors. We examine how andwhy on-
die ECCmakes error proling dicult from outside of the memory chip, regardless of whether
a proler knows the details of the on-die ECC implementation. Then, we develop a new error
proling algorithm, Hybrid Active-Reactive Proling (HARP) to overcome the challenges that
on-die ECC introduces for practical and eective error proling.

7.1 Background and Motivation

Modern memory technologies that are suitable for main memory (e.g., Dynamic Random
Access Memory (DRAM) [132, 384], Phase-Change Memory (PCM) [73, 339–341, 481, 598],
Spin-Transfer Torque RAM (STT-RAM) [217, 328]) all suer from various error mechanisms
that play a key role in determining reliability, manufacturing yield, and operating charac-
teristics such as performance and energy eciency [73, 88, 184, 239, 276, 297, 328, 339–341,
355, 384, 461, 581, 632]. Unfortunately, as memory designers shrink (i.e., scale) memory pro-
cess technology node sizes to meet ambitious capacity, cost, performance, and energy ef-
ciency targets, worsening reliability becomes an increasingly signicant challenge to sur-
mount [33, 88, 211, 276, 297, 304, 312, 355, 384, 420, 426, 434, 461, 480, 570]. For example, DRAM
process technology scaling exacerbates cell-to-cell variation and noise margins, severely im-
pacting error mechanisms that constrain yield, including cell data-retention [88, 190, 191, 211,
276, 282, 283, 321, 369, 434, 461, 468, 526, 571] and read-disturb [154, 198, 297, 312, 422, 426, 455]
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phenomena. Similarly, emerging main memory technologies suer from various error mech-
anisms that can lead to high error rates if left unchecked, such as limited endurance, resis-
tance drift, and write disturbance in PCM [33, 239, 275, 306, 339, 340, 358] and data retention,
endurance, and read disturbance in STT-RAM [29,97,110,430,487,570]. Therefore, enabling re-
liable system operation in the presence of scaling-related memory errors is a critical research
challenge for allowing continued main memory scaling.

Error mitigation mechanisms and on-die ECC.Modern systems tolerate errors using
error-mitigation mechanisms, which prevent errors that occur within the memory chip from
manifesting as software-visible bit ips. Dierent error-mitigation mechanisms target dier-
ent types of errors, ranging from ne- to coarse-grained mitigation using hardware and/or
software techniques. Section 2.3 reviews main memory error-mitigation mechanisms.

To address increasing memory error rates, memory chip manufacturers have started to
incorporate on-die error-correcting codes (on-die ECC).1 On-die ECC is already prevalent among
modern DRAM (e.g., LPDDR4 [330, 331, 405, 447, 466, 467], DDR5 [253]) and STT-RAM [144]
chips because it enables memory manufacturers to aggressively scale their technologies while
maintaining the appearance of a reliable memory chip. Unfortunately, on-die ECC changes
how memory errors appear outside the memory chip (e.g., to the memory controller or the
system software). This introduces new challenges for designing additional error-mitigation
mechanisms at the system level [88,119,177,185,258,381,435,456,538] or test a memory chip’s
reliability characteristics [170, 179, 466, 467].

In this work, we focus on enabling a class of state-of-the-art hardware-based error-
mitigation mechanisms known as repair mechanisms2 [231, 320, 321, 366, 370, 373, 432, 434, 480,
507,511,538,556,571,594,615,622] when used alongside memory chips with on-die ECC. These
repair mechanisms operate from outside the memory chip (e.g., from the memory controller)
to identify and repair memory locations that are at risk of error (i.e., are known or predicted to
experience errors). In particular, prior works [320, 434, 507, 511, 556] show that bit-granularity
repair mechanisms eciently tackle high error rates (e.g., > 10−4) resulting from aggressive
technology scaling by focusing error-mitigation resources on bits that are known to be sus-
ceptible to errors.

Fig. 7.1 illustrates a system that uses both a repair mechanism (within the memory con-
troller) and on-die ECC (within the memory chip). On-die ECC encodes all data provided by
the CPU before writing it to the memory. On a read operation, on-die ECC rst decodes the
stored data, correcting any correctable errors. The repair mechanism then repairs the data be-

1Our work applies to any memory chip that is packaged with a proprietary ECC mechanism; on-die ECC is
one embodiment of such a chip.

2We discuss repair mechanisms in detail in Section 2.3.4.
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fore returning it to the CPU. The repair mechanism performs repair operations using a list of
bits known to be at risk of error, called an error prole.
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Figure 7.1: High-level block diagramof a system that uses a repairmechanismwith amemory
chip that uses on-die ECC.

7.1.1 Motivation: Understanding and Overcoming Profiling Chal-

lenges Introduced by On-Die ECC

Repair mechanisms depend on having a practical algorithm for identifying at-risk memory
locations to repair. We refer to this as an error proling algorithm. We classify a proling al-
gorithm as either active or reactive depending on whether it takes action to search for at-risk
memory locations or passively monitors memory to identify errors as they occur during nor-
mal system operation. Prior works [35, 37, 94, 107, 113, 115, 154, 192, 282–285, 294, 296, 297, 300,
343,346,366,369,370,426,466,468,478,480,523,556,571,631] propose a variety of algorithms for
active proling. In general, these algorithms all search for errors using multiple rounds of tests
that each attempt to induce and identify errors (e.g., by taking exclusive control of the memory
chip [369, 466, 468, 556]). The algorithms maximize the chance of observing errors to identify
as many at-risk bits as possible by testing underworst-case conditions (e.g., data and access pat-
terns, operating conditions). Only BEEP [466] accounts for the eects of on-die ECC by rst
reverse-engineering the on-die ECC implementation, so we refer to all other active proling
algorithms as Naive in the context of this work. In contrast, proposals for reactive proling
passively monitor an error-detection mechanism (typically an ECC) to identify errors as they
occur during normal system operation [45, 240, 398, 417, 478, 480, 499, 523].

Regardless of the proling algorithm, any at-risk bits that the proler misses will not be
repaired by the repair mechanism that the proler supports. Therefore, achieving practical
and eective repair requires a proling algorithm that quickly and eciently achieves high
coverage of at-risk memory locations.

On-die ECC’s impact on error proling. Unfortunately, on-die ECC fundamentally

changes how memory errors appear outside of the memory chip: instead of errors that fol-
low well-understood semiconductor error models [252], the system observes obfuscated error
patterns that vary with the particular on-die ECC implementation [466,467]. This is a serious
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challenge for existing proling algorithms because, as Section 7.3 shows, on-die ECC both (1)
increases the number of at-risk bits that need to be identied and (2) makes those bits harder to
identify. Even a proler that knows the on-die ECC implementation (e.g., BEEP [466]) cannot
easily identify all at-risk bits because it lacks visibility into the error-correction process.

Our goal is to study and address the challenges that on-die ECC introduces for bit-
granularity error proling. To this end, we perform the rst analytical study of how on-die
ECC aects error proling.We nd that on-die ECC introduces statistical dependence between
errors in dierent bit positions such that, even if raw bit errors (i.e., pre-correction errors) occur
independently, errors observed by the system (i.e., post-correction errors) do not. This raises
three new challenges for practical and eective bit-granularity error proling (discussed in
detail in Section 7.3).

First, on-die ECC transforms a small set of bits at risk of pre-correction errors into a com-

binatorially larger set of bits at risk of post-correction errors. Section 7.3.1 shows how this
exponentially increases the number of bits the proler must identify. Second, on-die ECC ties
post-correction errors to specic combinations of pre-correction errors. Only when those spe-
cic pre-correction error combinations occur, can the proler identify the corresponding bits
at risk of post-correction errors. Section 7.3.2 shows how this signicantly slows down pro-
ling. Third, on-die ECC interferes with commonly-used memory data patterns that prolers
use to maximize the chance of observing errors. This is because post-correction errors appear
only when multiple pre-correction errors occur concurrently, which the data patterns must
account for. Section 7.3.3 discusses the diculty of dening new data patterns for use with
on-die ECC.

7.1.2 Mechanism: Hybrid Active-Reactive Profiling (HARP)

To address these three challenges, we introduce Hybrid Active-Reactive Proling (HARP), a
new bit-granularity error proling algorithm that operates within the memory controller to
support a repair mechanism for memory chips with on-die ECC. HARP is based on two key in-
sights. First, given that on-die ECC uses systematic encoding (i.e., data bits are preserved one-
to-one during ECC encoding3), there are only two possible types of post-correction errors: (1)
direct errors, corresponding to pre-correction errors within the systematically encoded data
bits; and (2) indirect errors, resulting frommistaken correction operations (i.e.,miscorrections)
on-die ECC performs for uncorrectable errors. Second, because on-die ECC corrects a xed

3Nonsystematic designs require additional decoding eort (i.e., more logic operations) because data cannot
be read directly from stored values [628]. This increases the energy consumption of read operations and either
reduces the overall read timing margins available for other memory operations or increases the memory read
latency.
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number 𝑁 of errors, at most 𝑁 indirect errors can occur concurrently (e.g., 𝑁 = 1 for a Ham-
ming code [193]).

Based on these insights, the key idea of HARP is to reduce the problem of proling a
chip with on-die ECC into that of a chip without on-die ECC by separately identifying direct
and indirect errors. HARP consists of two phases. First, an active proling phase that uses
existing proling techniques to identify bits at risk of direct errors with the help of a simple
modication to the on-die ECC read operation that allows the memory controller to read raw
data (but not the on-die ECC metadata) values. Second, a reactive proling phase that safely
identies bits at risk of indirect errors using a secondary 𝑁 -error-correcting ECC within the
memory controller. The secondary ECC is used only for reactive proling: upon identifying
an error, the corresponding bit is marked as at-risk, which signals the repair mechanism to
repair the bit thereafter.

Prior work [466] shows that knowing the on-die ECC’s internal implementation (i.e.,
its parity-check matrix)4 enables calculating which post-correction errors a given set of
pre-correction errors can cause. Therefore, we introduce two HARP variants: HARP-Aware
(HARP-A) and HARP-Unaware (HARP-U), which do and do not know the parity-check ma-
trix, respectively. HARP-A does not improve coverage over HARP-U because it has no addi-
tional visibility into the pre-correction errors. However, HARP-A demonstrates that, although
knowing the parity-check matrix alone does not overcome the three proling challenges, it
does provide a head-start for reactive proling based on the results of active proling.

We evaluate HARP in simulation relative to two state-of-the-art baseline error proling
algorithms: Naive (which represents the vast majority of previous-proposed proling algo-
rithms [35,37,94,107,113,115,154,192,282–285,294,296,297,300,343,346,366,369,370,426,466,
468,478,480,523,556,571,631]) and BEEP [466]. We show that HARP quickly achieves coverage
of all bits at risk of direct errorswhile Naive and BEEP are either slower or unable to achieve full
coverage. For example, when there are 2/3/4/5 bits at risk of pre-correction error that each fail
with probability 0.5, HARP5 achieves 99th-percentile6 coverage in 20.6%/36.4%/52.9%/62.1% of
the proling rounds required by the best baseline algorithm. Based on our evaluations, we
conclude that HARP eectively overcomes the three proling challenges. We publicly release
our simulation tools as open-source software on Zenodo [469] and Github [5].

To demonstrate the end-to-end importance of having an eective proling mechanism, we
4Potentially provided through manufacturer support, datasheet information, or previously-proposed reverse

engineering techniques [466].
5HARP-U and HARP-A have identical coverage of bits at risk of direct error.
6We report 99th percentile coverage to compare against baseline congurations that do not achieve full cover-

age within the maximum simulated number of proling rounds (due to simulation time constraints, as discussed
in Section 7.6.1).
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also perform a case study of how HARP, Naive, and BEEP proling can impact the overall bit
error rate of a system equipped with an ideal bit-repair mechanism that perfectly repairs all
identied at-risk bits. We show that, because HARP achieves full coverage of bits at risk of
direct errors, it enables the bit-repair mechanism to repair all errors. Although Naive even-
tually achieves full coverage, it takes substantially longer to do so (by 3.7× for a raw per-bit
error probability of 0.75). In contrast, BEEP does not achieve full coverage, so the bit-repair
mechanism is unable to repair all errors that occur during system operation.

7.2 Formalizing Error Profiling

We express error proling as a statistical process to understand the eects of on-die ECC. To
this end, we rst formalize the concepts of errors and error proling. Then, we examine how
on-die ECC changes the way that errors appear outside of the memory chip.

7.2.1 Practical and Eective Error Profiling

Any repair mechanism’s eectiveness strongly depends on the eectiveness of the error pro-
ling algorithm that it uses because the repair mechanism can only repair memory locations
that it knows are at risk of error. In this section, we dene the key properties of practical and
eective active and reactive prolers.

Active Profiling.

Active proling algorithms take exclusive control of a memory chip in order to (possibly de-
structively) test worst-case data and access patterns [35,115,154,192,283–285,297,346,370,468,
571,631], so the system cannot perform useful work while proling. Therefore, an active pro-
ler must identify at-risk bits as quickly and comprehensively as possible. We quantify this by
measuring the fraction of all at-risk bits that a given proler identies (i.e., its coverage) across
a xed number of testing rounds.

Reactive Profiling.

Reactive proling algorithms (e.g., ECC scrubbing [23,107,194,430,480,523]) passively monitor
error-detectionmechanisms during normal system operation, so their performance and energy
impact is relatively low and can be amortized across runtime [194, 480]. However, because
reactive prolers operate during runtime, they must ensure that they can not only detect,
but also correct any errors that occur. Any errors that are not detected and corrected by the
reactive proler risk introducing failures to the rest of the system. In our work, we quantify the
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error-mitigation capability of a reactive proler in terms of ECC correction capability, which is
well-dened for ECCs used in memory hardware design (i.e., linear block codes [212,492,495]).

7.2.2 Errors and Error Models

Our work assumes uncorrelated single-bit errors because recent experimental studies and re-
pair eorts from academia [54, 373, 432, 434, 538], industry [276], and memory manufacturers
themselves [88,230,231,405,461] focus on single-bit errors as the primary reliability challenge
with increasing storage density. In particular, DRAM and STT-RAMmanufacturers use on-die
ECC specically to combat these errors in recent high-density chips [88,144,177,230,276,405,
447]. Therefore, we assume that errors exhibit the following properties:

1. Bernoulli process: independent of previous errors.

2. Isolated: independent of errors in other bits.

3. Data-dependent: dependent on the stored data pattern.

To rst order, this error model suits a broad range of error mechanisms that relate to
technology scaling and motivate the use of bit-granularity repair, including DRAM data-
retention [37,190,191,264,266,283,305,320,321,323,364,369,434,468,571,589] and read distur-
bance [297,312,460]; PCM endurance, resistance drift, and write disturbance [239,275,306,339,
340, 358, 507]; and STT-RAM data retention, endurance, and read disturbance [29, 97, 110, 430,
487,570]. We use DRAM data-retention errors in our evaluations as a well-studied and relevant
example. However, a proler is fundamentally agnostic to the underlying error mechanism;
it identies at-risk bits based on whether or not they are observed to fail during proling.
Therefore, our analysis applies directly to any error mechanism that can be described using
the aforementioned three properties.
Correlated Errors. Prior DRAM studies show evidence of correlated errors [20, 397, 540–
542, 547]. However, we are not aware of evidence that such errors are a rst-order concern
of modern DRAM technology scaling. Correlated errors often result from faults outside the
memory array [397] and are mitigated using fault-specic error-mitigation mechanisms (e.g.,
write CRC [249, 332], chipkill [26, 129, 435] or even stronger rank-level ECC [249, 301, 547]).
Low-Probability Errors. Other main memory error mechanisms exist that do not conform
to our model, including time-dependent errors such as DRAM variable retention time [282,
369, 410, 480, 491, 526, 608] and single-event upsets such as particle strikes [391]. In general,
these errors are either (1) inappropriate to address using a prole-guided repair mechanism,
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e.g., single-event upsets that do not repeat; or (2) rare or unpredictable enough that no real-
istic amount of active proling is likely to identify them, so they are left to reactive proling
for detection and/or mitigation [480]. Identifying low-probability errors is a general challenge
for any error proler and is an orthogonal problem to our work. Prior approaches to identi-
fying low-probability errors during active (e.g., increasing the probability of error [468]) or
reactive (e.g., periodic ECC scrubbing [33, 480]) proling are complementary to our proposed
techniques and can be combined with HARP (e.g., during the active proling phase described
in Section 7.5.2, or by strengthening the secondary ECC as described in Section 7.5.3) to help
identify low-probability errors.

7.2.3 Representing the Probability of Error

We model memory as a one-dimensional bit-addressable array with address space A. To de-
scribe errors within this address space, we dene two Boolean random variables𝐷𝑖 and 𝐸𝑖 that
represent the data stored in bit 𝑖 ∈ A and whether or not the bit experiences an error, respec-
tively. Based on our discussion in Section 7.2.2, we model 𝐸𝑖 as a Bernoulli random variable
that is independent of 𝐸 𝑗≠𝑖 but dependent on the data 𝐷𝑖 . In general, 𝐸𝑖 can depend on the
data stored in other cells 𝐷 𝑗≠𝑖 , which expresses how a bit’s probability of error changes with
the data stored in nearby cells. Equation 7.1 shows the resulting probability mass function,
parameterized by 𝑝 , the probability that the bit will experience an error.

𝑃 (𝐸𝑖 = 𝑥 |𝐷𝑖, 𝐷 𝑗 , · · · ) =

𝑝 (𝐷𝑖, 𝐷 𝑗 , · · · ) if 𝑥 = 1

1 − 𝑝 (𝐷𝑖, 𝐷 𝑗 , · · · ) if 𝑥 = 0
(7.1)

In general, each bit has its own value of 𝑝 depending on its intrinsic error characteristics.
For example, prior work [468] experimentally demonstrates that 𝑝 values are normally dis-
tributed across dierent bits for DRAM data-retention errors, i.e., 𝑝 ∼ 𝑁 (`, 𝜎2), with some
normal distribution parameters {`, 𝜎} that depend on the particular memory chip and operat-
ing conditions such as temperature.

7.2.4 Incorporating On-Die ECC

With on-die ECC, we adjust our address space representation to include both logical bit ad-
dressesA as observed by the memory controller and physical bit addresses B within the mem-
ory storage array. In general, |B | > |A| because B includes addresses for parity-check bits that
are not visible outside of the memory chip. Next, we introduce two additional Boolean ran-
dom variables: 𝐷𝑎 (for dataword) and𝐶𝑏 (for codeword) that refer to the data values of logical
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bit 𝑎 ∈ A and physical bit 𝑏 ∈ B (i.e., before and after ECC encoding), respectively. Boolean
variables 𝐸𝑎 and 𝑅𝑏 represent whether logical bit 𝑎 and physical bit 𝑏 experience post- and
pre-correction errors, respectively. Note that 𝐸 and 𝐷 represent the same information from
Section 7.2.3. We use 𝐶′ and 𝐷′ to refer to codeword and dataword values, respectively, that
may contain errors.

On-die ECC determines𝐷′ from𝐶′ through syndrome decoding (described in Section 2.4.2)
using the ECC parity-check matrix 𝐻 comprised of columns 𝐻 [𝑘 +𝑝 : 0]. The error syndrome
is computed as 𝑠 = 𝐻 [𝑘 + 𝑝 : 0] · 𝑅 [𝑘 + 𝑝 : 0] (referred to as 𝐻 · 𝑅 to simplify notation). Then,
if 𝑠 matches the 𝑖’th column 𝐻 [𝑖], the ECC decoder ips the bit at position 𝑖 . Given that 𝐻 is
systematically encoded (discussed in Section 2.4.2), 𝑐 [𝑘 : 0] is equal to 𝑑 [𝑘 : 0]. Therefore, a
post-correction error 𝐸𝑖 (i.e., a mismatch between 𝑑𝑖 and 𝑑′𝑖 ) can only occur in two cases: (1)
an uncorrected raw bit error at position 𝑖 (i.e., 𝑅𝑖 ∧ 𝑠 ≠ 𝐻 [𝑖]); or (2) a miscorrection at position
𝑖 (i.e., ¬𝑅𝑖 ∧ 𝑠 = 𝐻 [𝑖].) We refer to these two cases as direct and indirect errors, respectively.
Equation 7.2 summarizes both cases that lead to a post-correction error.

𝑃 (𝐸𝑖) = 𝑃 (𝑅𝑖 Y 𝐻 · 𝑅 = 𝐻 [𝑖]) (7.2)

Equation 7.2 shows that bit 𝑖’s probability of error depends not only on that of its encoded
counterpart 𝑅𝑖 , but also on those of all other codeword bits 𝑅 [𝑘 + 𝑝 : 0]. This means that on-die
ECC introduces statistical dependence between all bits in a given ECC word through their
mutual dependence on 𝑅. Furthermore, just as described in Section 7.2.3, 𝑅𝑖 itself depends on
the data value stored in cell 𝑖 (i.e., 𝐶𝑖 ). As a result, bit 𝑖’s probability of error depends on both

the data values and the pre-correction errors present throughout the codeword.
Consequently, a given post-correction error 𝐸𝑖 may only occur when a particular combi-

nation of pre-correction errors occurs. This is dierent from the case without on-die ECC,
where 𝐸𝑖 does not depend on the data or error state of any other bit 𝑗 ≠ 𝑖 . We conclude that
on-die ECC transforms statistically independent pre-correction errors into ECC-dependent,
correlated post-correction errors.

7.3 On-Die ECC’s Impact on Profiling

On-die ECC breaks the simple and intuitive assumption that proling for errors is the same
as proling each bit individually. In this section, we identify three key challenges that on-die
ECC introduces for bit-granularity proling.
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7.3.1 Challenge 1: Combinatorial Explosion

Section 7.2.4 shows that the position of an indirect error depends on the locations of all pre-
correction errors 𝑅. This means that dierent uncorrectable patterns of pre-correction errors
can cause indirect errors in dierent bits. In the worst case, every unique combination of pre-
correction errors within a set of at-risk bits can lead to dierent indirect errors. This means
that the set of bits that are at risk of post-correction errors is combinatorially larger than the
set of bits at risk of pre-correction error.

As a concrete example, Fig. 7.2 shows a violin plot of each at-risk bit’s per-bit probability
of error (y-axis) when the codeword contains a xed number of bits at risk of pre-correction
errors (x-axis) that each fail with probability 0.5. Each violin shows the distribution (median
marked in black) of per-bit error probabilities when simulating 70,000 ECC words for each
of 1600 randomly-generated (71, 64) Hamming code parity-check matrices assuming a data
pattern of 0xFF. We make two observations. First, the pre-correction error probabilities are all
0.5 (by design). This means that, without on-die ECC, all bits at risk of pre-correction error are
easy to identify, i.e., each bit will be identied with probability 𝑝 = 1 − 0.5𝑁 given 𝑁 proling
rounds. For large 𝑁 (e.g., 𝑁 > 10, where 𝑝 > 0.999), the vast majority of bits will be identied.
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Figure 7.2: Distribution of each at-risk bit’s error probability before and after application of
on-die ECC.

Second, in contrast, the per-bit probabilities of post-correction error exhibit a wide range.
However, the probability density for each violin is tightly concentrated at 𝑌 ≈ 0.4 for 𝑋 = 3
and shifts towards 𝑌 = 0 as the number of pre-correction errors increases. This means that
the bits at risk of post-correction errors become harder to identify because they fail less often.

Table 7.1 shows the maximum number of bits at risk of post-correction errors that can be
caused by a xed number of bits at risk of pre-correction errors. This illustrates the worst-case
scenario, where every uncorrectable combination of pre-correction errors (i.e., pre-correction er-
ror pattern) causes a unique indirect error. We see that 𝑛 bits at risk of pre-correction errors
can cause 2𝑛−1 unique pre-correction error patterns. Of these,𝑛 are correctable error patterns,
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leaving 2𝑛 − 𝑛 − 1 uncorrectable pre-correction error patterns. Assuming that each of these pat-
terns introduces a unique indirect error, the combination of bits at risk of direct and indirect
error leads to 2𝑛 − 1 bits at risk of post-correction errors. Therefore, we conclude that on-die
ECC exponentially increases the number of at-risk bits that the proler must identify.

Bits at risk of pre-correction errors 𝒏 1 2 3 4 8
Unique pre-correction error patterns 2𝑛 − 1 1 3 7 15 255
Uncorrectable pre-correction error patterns 2𝑛 − 𝑛 − 1 0 2 4 11 247
Bits at risk of post-correction errors 2𝒏 − 1 1 3 7 15 255

Table 7.1: On-die ECC amplies a few bits at risk of pre-correction errors into exponentially
many bits at risk of post-correction errors.

7.3.2 Challenge 2: Profiling without Feedback

Without on-die ECC, an at-risk bit is identied when the bit fails. This means that every pro-
ling round provides useful feedback about which bits are and are not at risk of error. Unfor-
tunately, with on-die ECC, a bit at risk of post-correction errors can only be identied when
particular combination(s) of pre-correction errors occur. This has two negative consequences.

First, because the proler cannot observe pre-correction errors, it does not know whether
a particular combination of pre-correction errors has been tested yet. Therefore, the proler
cannot draw meaningful conclusions from observing a bit not to fail. Instead, the proler must
pessimistically suspect every bit to be at risk of post-correction errors, even after many prol-
ing rounds have elapsed without observing a given bit fail. Second, each ECC word can only
exhibit one pre-correction error pattern at a time (i.e., during any given proling round). This
serializes the process of identifying any two bits at risk of post-correction errors that fail under
dierent pre-correction error patterns.

As a result, no proler that identies at-risk bits based on observing post-correction er-
rors can quickly identify all bits at risk of post-correction errors. We refer to this problem as
bootstrapping because the proler must explore dierent pre-correction error patterns without
knowing which patterns it is exploring. In Section 7.6.2, we nd that bootstrapping limits the
proler’s coverage of at-risk bits to incremental improvements across proling rounds.

7.3.3 Challenge 3: Multi-Bit Data Paerns

Designing data patterns that induce worst-case circuit conditions is a dicult problem that
depends heavily on the particular circuit design of a given memory chip and the error mech-
anisms it is susceptible to [103, 121, 128, 281, 413, 414]. Without on-die ECC, a bit can fail only
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in one way, i.e., when it exhibits an error. Therefore, the worst-case pattern needs to only
consider factors that aect the bit itself (e.g., data values stored in the bit and its neighbors).

Unfortunately, with on-die ECC, a given post-correction error can potentially occur with
multiple dierent pre-correction error patterns. Therefore, the worst-case data pattern must
both (1) account for dierent ways in which the post-correction error can occur; and (2) for
each way, consider the worst-case conditions for the individual pre-correction errors to occur
simultaneously. This is a far more complex problem than without on-die ECC [170, 179], and
in general, there may not even be a single worst-case data pattern that exercises all possible
cases in which a given post-correction error might occur. To our knowledge, no prior work
has developed a general solution to this problem, and we identify this as a key direction for
future research.

7.4 Addressing the Three Challenges

We observe that all three proling challenges stem from the lack of access that the proler
has into pre-correction errors. Therefore, we conclude that some transparency into the on-die
ECC mechanism is necessary to enable practical error proling in the presence of on-die ECC.
This section discusses options for enabling access to pre-correction errors and describes our
design choices for HARP.

7.4.1 Necessary Amount of Transparency

To reduce the number of changes we require from the memory chip, we consider the minimum
amount of information that the proler needs to make error proling as easy as if there were
no interference from on-die ECC. To achieve this goal, we examine the following two insights
that are derived in Section 7.2.4.

1. Post-correction errors arise from either direct or indirect errors.

2. The number of concurrent indirect errors is limited to the correction capability of on-die
ECC.

First, we observe that it is not necessary for the proler to have full transparency into the
on-die ECC mechanism or pre-correction errors. If all bits at risk of direct errors can be iden-
tied, all remaining indirect errors are upper-bounded by on-die ECC’s correction capability.
Therefore, the indirect errors can be safely identied from within the memory controller, e.g.,
using a reactive proler.



CHAPTER 7. HARP: PROFILING MEMORY CHIPS WITH ON-DIE ECC 134

Second, we observe that the proler can determine exactly which pre-correction errors
occurred within the data bits (though not the parity-check bits) simply by knowing at which
bit position(s) on-die ECC performed a correction operation. This is because the data bits are
systematically encoded (as explained in Section 2.4.2), so their programmed values must match
their encoded values. By observing which bits experienced direct error(s), the proler knows
which pre-correction errors occurred within the encoded data bits.

Based on these observations, we require that the proler be able to identify which direct
errors occur on every access, including those that on-die ECC corrects. Equivalently, on-die
ECC may expose the error-correction operation that it performs so that the proler can infer
the direct errors from the post-correction data.

7.4.2 Exposing Direct Errors to the Profiler

We consider two dierent ways to inform the proler about pre-correction errors within the
data bits.

1. Syndrome on Correction. On-die ECC reports the error syndrome calculated on all error
correction events, which corresponds to the bit position(s) that on-die ECC corrects.

2. Decode Bypass. On-die ECC provides a read access path that bypasses error correction
and returns the raw values stored in the data portion of the codeword.

We choose to build upon decode bypass because we believe it to be the easiest to adopt for
three key reasons. First, there exists precedent for similar on-die ECC decode bypass paths
from both academia [177] and industry [40] with trivial modications to internal DRAM hard-
ware, and an on-die ECC disable conguration register is readily exposed in certain DRAM
datasheets [25]. Second, prior works already reverse-engineer both the on-die ECC algo-
rithm [466] and raw bit error rate [467] without access to raw data bits or insight into the
on-die ECC mechanism, so we do not believe exposing a decode bypass path reveals signi-
cantly more sensitive information. Third, we strongly suspect that such a bypass path already

exists for post-manufacturing testing [574]. This is reasonable because systematically-encoded
data bits can be read out directly without requiring further transformation. If so, exposing this
capability as a feature would likely require minimal engineering eort for the potential gains
of new functionality. However, we recognize that the details of the on-die ECC implementation
depend on the particular memory chip design, and it is ultimately up to the system designer
to choose the most suitable option for their system.
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7.4.3 Applicability to Other Systems

Any bit-granularity proler operating without visibility into the pre-correction errors suers
form the three proling challenges we identify in this work. Even a hypothetical future main
memory systemwhosememory chips and controllers are designed by the same (or two trusted)
parties will need to account for and overcome these proling challenges when incorporating
a repair mechanism that relies on practical and eective proling.

7.5 Hybrid Active-Reactive Profiling

We introduce the Hybrid Active-Reactive Proling (HARP) algorithm, which overcomes the
three proling challenges introduced by on-die ECC discussed in Section 7.4. HARP separates
proling into active and reactive phases that independently identify bits at risk of direct and
indirect errors, respectively.

7.5.1 HARP Design Overview

Fig. 7.3 illustrates the high-level architecture of a HARP-enabled system, with the required
error-mitigation resources shown in blue. The memory chip exposes a read operation with
the ability to bypass on-die ECC and return the raw data (though not parity-check) bits. The
memory controller contains a repair mechanism with an associated error prole alongside
both an active and reactive proler. During active proling, the active proler uses the ECC
bypass path to search for bits at risk of direct errors. Because the active proler interfaces
directly with the raw data bits, its proling process is equivalent to proling a memory chip
without on-die ECC. If and when direct errors are observed, the active proler communicates
their locations to the repair mechanism’s error prole.
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Memory Controller
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Figure 7.3: Block diagram summarizing the error-mitigation resources (in blue) of a HARP-
enabled system.

After active proling is complete, the reactive proler (i.e., a secondary ECC code with
correction capability at least as strong as that of on-die ECC) continuously monitors for bits
at risk of indirect errors. The reactive proler is responsible only for identifying bits at risk
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of indirect errors the rst time that they fail. If and when the reactive proler identies an
indirect error, the location of the error is recorded to the error prole for subsequent repair.

7.5.2 Active Profiling Implementation

The active proler follows the general round-based algorithm employed by state-of-the-art
error prolers, as discussed in Section 7.1. Each round of testing rst programs memory cells
with a standard memory data pattern that is designed to maximize the chance of observing
errors (e.g., 0𝑥𝐹𝐹 , 0𝑥00, random data) [12, 283, 297, 369, 414]. Patterns may or may not change
across testing rounds depending on the requirements of the particular data pattern. Once suf-
ciently many rounds are complete, the set of at-risk bits identied comprises the union of all
bits identied across all testing rounds.

We assume that the active proler achieves full coverage of bits at risk of direct errors
by leveraging any or all of the worst-case testing techniques developed throughout prior
works [283, 285, 414, 415, 468]. This is feasible because the active proler can read and write
to the raw data bits exploiting the ECC bypass path and the systematically-encoded data bits,
respectively. Therefore, the active proler can use techniques developed for memory chips
without on-die ECC.

7.5.3 Reactive Profiling Implementation

HARP requires that the secondary ECC have correction capability at least as high as the num-
ber of indirect errors that on-die ECC can cause at one time. This requires the layout of sec-
ondary ECC words to account for the layout of on-die ECC words: the two must combine in
such a way that every on-die ECC word is protected with the necessary correction capability
by the secondary ECC. For example, with a single-error correcting on-die ECC that uses 128-
bit words, the memory controller must ensure that every 128-bit on-die ECC word is protected
with at least single-error correction.

How this is achieved depends heavily on a given system’s memory architecture. For exam-
ple, depending on the size of an on-die ECC word and how many memory chips the memory
controller interfaces with, on-die ECC words may be split across dierent data transfers. In
this case, the system designer must choose a design that matches their design goals, e.g., di-
viding secondary ECC words across multiple transfers (which introduces its own reliability
challenges [177]), or interleaving secondary ECC words across multiple on-die ECC words
(which could require stronger secondary ECC).

Without loss of generality, we assume that the memory controller interfaces with a single
memory chip at a time (e.g., similar to some LPDDR4 systems [250]) and provisions a single-
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error correcting code per on-die ECC word. Such a system is sucient for demonstrating the
error proling challenges that we address in this work. Matching the granularity of secondary
and on-die ECC words for arbitrary systems is not a problem unique to our work since any
secondary ECC that is designed to account for the eects of on-die ECC must consider how
the two interact [88, 177]. Therefore, we leave a general exploration of the tradeos involved
to future work.

HARP-U and HARP-A.

We introduce two variants of HARP: HARP-A and HARP-U, which are aware and unaware
of the on-die ECC parity-check matrix 𝐻 , respectively. HARP-A uses this knowledge to pre-

compute7 bits at risk of indirect error given the bits at risk of direct error that are identied
during active proling. HARP-A does not provide benets over HARP-U during active prol-
ing. However, HARP-A reduces the number of bits at risk of indirect error that remain to be
identied by reactive proling.

Increasing the Secondary ECC Strength.

The secondary ECC is used for reactive proling and must provide equal or greater correction
capability than on-die ECC to safely identify indirect errors. Current on-die ECC designs are
limited to simple single-error correcting codes due to area, energy, and latency constraints
within the memory die [177, 405, 538], so the secondary ECC can be correspondingly simple.
However, if either (1) future on-die ECC designs become signicantly more complex; or (2) the
system designer wishes to address other failure modes (e.g., component-level failures) using
the secondary ECC, the system designer will need to increase the secondary ECC strength
accordingly. Whether prole-based repair remains a feasible error-mitigation strategy in this
case is ultimately up to the system designer and their reliability goals, so we leave further
exploration to future work.

7.5.4 Limitations

HARP relies on the active proler to achieve full coverage of bits at risk of direct errors so
that the reactive proler never observes a direct error (i.e., the reactive proler’s correction
capability is never exceeded). Consequently, if the active proler fails to achieve full coverage,
the reactive proler may experience indirect errors in addition to direct error(s) missed by
active proling.

7Using the methods described in detail in prior work [466].
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We acknowledge this as a theoretical limitation of HARP, but we do not believe it restricts
HARP’s potential impact to future designs and scientic studies. This is because achieving full
coverage of at-risk bits without on-die ECC is a long-standing problem that is complementary
to our work. Prior works have studied this problem in detail [282, 285, 468, 480], and any so-
lution developed for chips without on-die ECC can be immediately applied to HARP’s active
proling phase, eectively reducing the diculty of proling chips with on-die ECC to that
of chips without on-die ECC.

7.6 Evaluations

In this section, we study how HARP’s coverage of direct and indirect errors changes with
dierent pre-correction error counts and per-bit error probabilities to both (1) demonstrate
the eect of the three proling challenges introduced by on-die ECC and (2) show that HARP
overcomes the three challenges.

7.6.1 Evaluation Methodology

We evaluate error coverage in simulation because, unlike with a real device, we can accurately
compute error coverage using precise knowledge of which errors are and are not possible. This
section describes our simulation methodology.

Baselines for Comparison.

We compare HARP-U and HARP-A with two baseline proling algorithms that use multiple
rounds of testing with dierent data patterns to identify at-risk bits based only on observing
post-correction errors.

1. Naive, which represents the vast majority of prior prolers that operate without knowl-
edge of on-die ECC [35, 37, 94, 107, 113, 115, 154, 192, 282–285, 294, 296, 297, 300, 343, 346,
366, 369, 370, 426, 466, 468, 478, 480, 523, 556, 571, 631] (described in Section 7.5.2).

2. BEEP, the proling algorithm supported by the reverse-engineering methodology
BEER [466]. BEEP carefully constructs data patterns intended to systematically expose
post-correction errors based on having reverse-engineered the on-die ECC parity-check
matrix. We follow the SAT-solver-based methodology as described by [466] and use a
random data pattern before the rst post-correction error is conrmed.
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Simulation Strategy.

We extend the open-source DRAM on-die ECC analysis infrastructure released by prior
work [1, 466] to perform Monte-Carlo simulations of DRAM data retention errors. We re-
lease our simulation tools on Zenodo [469] and Github [5]. We simulate error injection and
correction using single-error correcting Hamming codes [193] representative of those used in
DRAM on-die ECC (i.e., (71, 64) [229, 435] and (136, 128) [330, 331, 405, 447] code congura-
tions). All presented data is shown for a (71, 64) code, and we veried that our observations
hold for longer (136, 128) codes. We simulate 1,036,980 total ECC words across 2769 randomly-
generated parity-check matrices over ≈20 days of simulation time. For each proler cong-
uration, we simulate 128 proling rounds because this is enough to understand the behavior
of each conguration (e.g., the shapes of each curve in Fig. 7.4), striking a good balance with
simulation time.

We inject errors according to the model discussed in Section 7.2.2 to simulate the eect of
uniform-random, data-dependent errors. We assume that all bits are true-cells [327, 369] that
experience errors only when programmed with data ‘1’, which is consistent with experimental
observations made by prior work [327,466]. To study how varying error rates impact proling,
we simulate bit errors with Bernoulli probabilities of 1.0, 0.75, 0.5, and 0.25 and separate our
results based on the total number of pre-correction errors 𝑛 injected into a given ECC word.
Using this approach, one can easily determine the eect of an arbitrary raw bit error rate by
summing over the individual per-bit error probabilities.

We dene coverage as the proportion of all at-risk bits that are identied. We calculate
coverage using the Z3 SAT solver [126], computing the total number of post-correction errors
that are possible for a given (1) parity-check matrix; (2) set of pre-correction errors; and (3)
(possibly empty) set of already-discovered post-correction errors. Note that a straightforward
computation of coverage given on-die ECC is extremely dicult for data-dependent errors:
each data pattern programs the parity-check bits dierently, thereby provoking dierent pre-
correction error patterns. Therefore, using the SAT solver, we accurately measure the bit error
rate of all possible at-risk bits across all possible data patterns.

We simulate three dierent data patterns to exercise data-dependent behavior: random,
charged (i.e., all bits are ‘1’s), and checkered (i.e., consecutive bits alternate between ‘0’ and
‘1’). For the random and checkered data patterns, we invert the data pattern each round of
proling. For the random pattern, we change the random pattern after every two proling
rounds (i.e., after both the pattern and its inverse are tested). We ensure that each proler is
evaluated with the exact same set of ECC words, pre-correction error patterns, and data pat-
terns in order to preserve fairness when comparing coverage values. Unless otherwise stated,
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all data presented uses the random pattern, which we nd performs on par or better than
the static charged and checkered patterns that do not explore dierent pre-correction error
combinations.

7.6.2 Active Phase Evaluation

We study the number of proling rounds required by each proling algorithm to achieve cov-
erage of direct errors. We omit HARP-A because its coverage of direct errors is equal to that
of HARP-U.

Direct Error Coverage.

Fig. 7.4 shows the coverage of bits at risk of direct errors that each proler cumulatively
achieves (y-axis) over 128 proling rounds (x-axis) assuming four dierent values of pre-
correction errors per ECC word (2, 3, 4, and 5). We report results for four dierent per-bit
error probabilities of the injected pre-correction errors (25%, 50%, 75%, 100%). For each data
point, we compute coverage as the proportion of at-risk bits identied out of all at-risk bits
across all simulated ECC words.

1 4 16 64

25%

0.0

0.5

1.0

Di
re

ct
 E

rro
r C

ov
er

ag
e

1 4 16 64

50%

1 4 16 64

75%

Pre-Correction Errors
5
4

3
2

1 4 16 64

100%

HARP-U
Naive
BEEP

Per-Bit Probability of Pre-Correction Error

Number of Profiling Rounds

Figure 7.4: Coverage of bits at risk of direct errors.

We make two observations. First, HARP consistently and quickly achieves full coverage,
regardless of the number or per-bit error probabilities of the injected pre-correction errors.
This is because HARP bypasses on-die ECC correction, identifying each at-risk bit indepen-
dently, regardless of which error occurs in which testing round. In contrast, both Naive and
BEEP (1) require more testing rounds to achieve coverage parity with HARP and (2) exhibit
signicant dependence on the number of pre-correction errors. This is a direct result of on-die
ECC: each post-correction error depends on particular combination(s) of pre-correction errors,
and achieving high coverage requires these combinations to occur in distinct testing rounds.
We conclude that that HARP eectively overcomes the rst proling challenge by directly
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observing pre-correction errors, while Naive and BEEP must both rely on uncorrectable error
patterns to incrementally improve coverage in each round.

Second, although, HARP and Naive both eventually achieve full coverage, BEEP fails to do
so in certain cases. This is because BEEP does not explore all pre-correction error combinations
necessary to expose each bit at risk of direct errors. We attribute this behavior to a nuance of
the BEEP algorithm: BEEP crafts data patterns that increase the likelihood of indirect errors.
Unfortunately, these patterns are slow to explore dierent combinations of pre-correction er-
rors, which leads to incomplete coverage. This is consistent with prior work [466], which nds
that BEEP exhibits low coverage when pre-correction errors are sparse or occur with low prob-
ability. We nd that Naive also fails to achieve full coverage when using static data patterns
(e.g., checkered) for the same reason.

Bootstrapping Analysis.

Fig. 7.5 shows the distribution (median marked with a horizontal line) of the number of pro-
ling rounds required for each proler to observe at least one direct error in each ECC word.
If no post-correction errors are identied, we conservatively plot the data point as requiring
128 rounds, which is the maximum number of rounds evaluated (discussed in Section 7.6.1).
The data illustrates the diculty of bootstrapping because observing any post-correction error
with on-die ECC requires a specic combination of pre-correction errors to occur.
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Figure 7.5: Distribution of the number of proling rounds required to identify the rst direct
error across all simulated ECC words.

We make three observations. First, we see that HARP identies the rst error far more
quickly than Naive or BEEP proling across all congurations. Second, HARP never fails to
identify at least one error within 128 rounds. Third, in contrast, BEEP sometimes cannot iden-
tify an error at all due to a combination of (1) the low per-bit pre-correction error probability
and (2) the bootstrapping problem (i.e., more testing rounds does not guarantee higher cov-
erage unless those rounds explore dierent uncorrectable patterns). We conclude that HARP
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eectively addresses the bootstrapping challenge by directly observing pre-correction errors
instead of relying on exploring dierent uncorrectable error patterns.

7.6.3 Reactive Phase Evaluation

In this section, we study each error proler’s coverage of bits at risk of indirect errors and ex-
amine the correction capability required from the secondary ECC to safely identify the at-risk
bits remaining after active proling. It is important to note that, unlike HARP, neither Naive
nor BEEP proling achieve full coverage of bits at risk of direct errors for all congurations. In
such cases, multi-bit errors can occur during reactive proling that are not safely identied by
a single-error correcting code (studied in Section 7.6.3), regardless of the proler’s coverage
of bits at risk of indirect errors.

Indirect Error Coverage.

Fig. 7.6 shows the proportion of all bits that are at risk of indirect errors that each proler has
missed per ECC word throughout 128 rounds of proling. This is equivalent to the number
of at-risk bits that reactive proling has to identify. We evaluate an additional conguration,
HARP-A+BEEP, which employs BEEP to identify the remaining at-risk bits once HARP-A has
identied all bits at risk of direct errors.
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Figure 7.6: Coverage of bits at risk of indirect errors.

We make three observations. First, HARP-U does not identify any bits at risk of indirect
errors8 because it bypasses the on-die ECC correction process that causes indirect errors. In
contrast, HARP-A quickly identies a subset of all bits at risk of indirect errors by predicting
them from the identied direct errors. Note that HARP-A cannot identify all bits at risk of
indirect errors because doing so would require knowing which parity-check bits are at risk of
error, which the on-die ECC bypass path does not reveal.

8Except for a small number of direct and indirect errors that overlap.



CHAPTER 7. HARP: PROFILING MEMORY CHIPS WITH ON-DIE ECC 143

Second, combining HARP-A with BEEP eectively overcomes HARP-A’s inability to iden-
tify pre-correction errors within the parity-check bits. This is because HARP-A+BEEP syn-
ergistically combines (1) HARP’s ability to quickly identify bits at risk of direct errors with
(2) BEEP’s ability to exploit known at-risk bits to expose others. The combined conguration
quickly identies bits at risk of indirect errors, achieving coverage similar to Naive and BEEP
proling in less than half the number of proling rounds.

Third, both Naive and BEEP achieve relatively high coverage of indirect errors after many
(i.e., > 64) rounds compared to HARP-U and HARP-A. This is because both Naive and BEEP
continually explore dierent uncorrectable error patterns, steadily exposing more and more
indirect errors. BEEP achieves higher coverage because its algorithm deliberately seeks out
pre-correction error combinations that are more likely to cause post-correction errors, thereby
exposing more indirect errors in the long run.

We conclude that knowing the on-die ECC parity-check matrix helps HARP-A and BEEP
identify bits at risk of indirect errors, thereby reducing the number of indirect errors that must
be identied by by the secondary ECC during reactive proling.

Secondary ECC Correction Capability.

Fig. 7.7 shows the worst-case (i.e., maximum) number of post-correction errors that can oc-
cur simultaneously within an ECC word after active proling. This number is the correction
capability required from secondary ECC to safely perform reactive proling.
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Figure 7.7: Maximum number of simultaneous post-correction errors possible given all at-
risk bits missed after 128 rounds of proling.

MaximumError Count. Fig. 7.7a shows a normalized histogram of the maximum number of
post-correction errors that can occur simultaneously within each simulated ECC word given
all at-risk bits missed after 128 rounds of active proling. We observe that both HARP-U and
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HARP-A exhibit at most one post-correction error across all congurations. This is because
HARP identies all bits at risk of direct errors within 128 proling rounds (shown in Fig. 7.4),
so only one error may occur at a time (i.e., an indirect error). In contrast, both Naive and BEEP
are susceptible to multi-bit errors. In particular, BEEP’s relatively low coverage of bits at risk
of direct errors means that many multi-bit error patterns remain possible. We conclude that,
after 128 rounds of active proling, a single-error correcting secondary ECC is sucient to
perform reactive proling for HARP but insucient to do so for Naive and BEEP.
Maximum Error Count. Fig. 7.7b shows how many active proling rounds are required to
ensure that no more than an x-axis value of post-correction errors can occur simultaneously
in a single ECC word during reactive proling. We conservatively report results for the 99th
percentile of all simulated ECC words because neither Naive nor BEEP achieve full coverage
of bits at risk of direct errors for all congurations within 128 proling rounds. In cases where
128 proling rounds are insucient to achieve 99th-percentile values, we align the bar with
the top of the plot.

We make two observations. First, both HARP congurations perform signicantly faster
than Naive and BEEP. For example, with a 50% pre-correction per-bit error probability, HARP
ensures that no more than one post correction error can occur in 20.6%/36.4%/52.9%/62.1% of
the proling rounds required by Naive given 2/3/4/5 pre-correction errors. This is because
HARP quickly identies all bits at risk of direct errors, while Naive and BEEP both either
(1) take longer to do so; or (2) fail to do so altogether (e.g., for the 100th percentile at a 50%
per-bit error probability). Second, BEEP performs much worse than any other proler because
it exhibits extremely low coverage of bits at risk of direct error (studied in Section 7.6.2). We
conclude that achieving high coverage of bits at risk of direct errors is essential for minimizing
the correction capability of the secondary ECC.

7.6.4 Case Study: DRAM Data Retention

In this section, we show how error proling impacts end-to-end reliability. We study the bit er-
ror rate of a system that uses a bit-granularity repair mechanism (e.g., such as those discussed
in Section 2.3.4) to reduce the DRAM refresh rate, which prior work shows can signicantly
improve overall system performance and energy-eciency [370,468,480,571] and enable con-
tinued density scaling [434]. We assume that data-retention errors follow the error model
described in Section 7.2.2 (i.e., uniformly with a xed raw bit error rate, which is consistent
with prior experimental studies [37,191,295,467,468,526,546]) and that the repair mechanism
perfectly repairs any at-risk bits that are identied by either active or reactive proling. We as-
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sume a (71, 64) SEC on-die ECC code and a secondary ECC capable of detecting and correcting
a single error in each on-die ECC word during reactive proling.

Fig. 7.8 illustrates the fraction of all bits that are at risk of post-correction errors (i.e., the bit
error rate) before (Fig. 7.8, left) and after (Fig. 7.8, right) secondary ECC is applied (i.e., before
and after performing reactive proling) given an x-axis number of active proling rounds.
Each line marker shows a dierent data-retention RBER (e.g., due to operating at dierent
refresh rates).
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Figure 7.8: Data-retention bit error rate (BER) using an ideal repair mechanism before (left)
and after (right) applying the secondary ECC.

We make three observations. First, all prolers in Fig. 7.8 (left) behave consistently with
the coverage analysis of Section 7.6.2. HARP quickly identies all bits at risk of direct error,
but leaves indirect errors to be identied by reactive proling. Both Naive and BEEP slowly
explore dierent combinations of pre-correction errors, with Naive steadily reducing the BER
given more proling rounds while BEEP fails to do so.

Second, Fig. 7.8 (left) shows the benet of HARP-A knowing the on-die ECC function.
While both HARP-U and HARP-A quickly identify all bits at risk of direct errors, HARP-A
also identies bits at risk of indirect errors, thereby considerably reducing the overall BER
(and therefore, the total number of bits) that remain to be identied by reactive proling.

Third, Fig. 7.8 (right) shows that both HARP9 and Naive reach a BER of zero after su-
ciently many proling rounds, though Naive takes signicantly more proling rounds to do
so (e.g., 3.7× for a per-bit pre-correction error probability of 75%). This behavior is consistent
with the fact that both prolers eventually achieve full coverage of bits at risk of direct error
(shown in Section 7.6.2) In contrast, BEEP fails to reach a zero probability value because it fails
to achieve full coverage of bits at risk of direct error. Note that HARP-U immediately identies
all bits at risk of direct errors in the rst proling round with a per-bit pre-correction error
probability of 100%, so it is not visible in the rightmost plot.

We conclude that HARP eectively identies all bits at-risk of error faster than the base-
9HARP-A is not shown in Fig. 7.8 (right) because it exhibits identical BER to HARP-U after applying secondary

ECC (i.e., because both prolers have identical coverage of bits at risk of direct errors).
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line prolers, thereby enabling the repair mechanism to safely operate at the evaluated raw bit
error rates. Although this case study uses a simple data-retention error model that does not
include low-probability errors or other failure modes (discussed in Section 7.2.2), it demon-
strates (1) the importance of a practical and eective error proling algorithm in enabling a
repair mechanism to mitigate errors; and (2) the advantages that HARP provides in an end-to-
end setting by overcoming the error proling challenges introduced by on-die ECC.

7.7 Summary

We study how on-die ECC aects memory error proling and identify three key challenges
that it introduces: on-die ECC (1) exponentially increases the number of at-risk bits the pro-
ler must identify; (2) makes individual at-risk bits more dicult to identify; and (3) interferes
with commonly-usedmemory data patterns. To overcome these three challenges, we introduce
Hybrid Active-Reactive Proling (HARP), a new bit-granularity error proling algorithm that
enables practical and eective error proling for memory chips that use on-die ECC. HARP ex-
ploits the key idea that on-die ECC introduces two dierent sources of post-correction errors:
(1) direct errors that result from pre-correction errors within the data portion of the ECC code-
word; and (2) indirect errors that are a result of the on-die ECC correction process. If all bits at
risk of direct error are identied, the number of concurrent indirect errors is upper-bounded
by the correction capability of on-die ECC. Therefore, HARP uses simple modications to the
on-die ECCmechanism to quickly identify bits at risk of direct errors and relies on a secondary
ECCwithin thememory controller to safely identify indirect errors. Our evaluations show that
HARP achieves full coverage of all at-risk bits in memory chips that use on-die ECC faster than
prior approaches to error proling. We hope that the studies, analyses, and ideas we provide
in this work will enable researchers and practitioners alike to think about and overcome the
challenge of how to handle error detection and correction across the hardware-software stack
in the presence of on-die ECC.



Chapter 8

A Case for Transparent Reliability
in DRAM Systems

The previous four chapters closely studied new challenges that on-die ECC introduces be-
cause of the way that it obfuscates memory errors in the context of error proling, error char-
acterization, and error mitigation. In this chapter, based on the understanding and technical
contributions we developed so far, we argue for the importance of having transparency into
basic commodity DRAM reliability characteristics. We then introduce our recommendations
to facilitate such transparency in current and future commodity DRAM-based systems.

8.1 Background and Motivation

Dynamic Random Access Memory (DRAM) [9, 132, 133, 279, 387, 439] is the dominant choice
for main memory across a broad range of computing systems because of its high capacity at
low cost relative to other viable main memory technologies. Building ecient DRAM chips
requires substantially dierent manufacturing processes relative to standard CMOS fabrica-
tion [317], so DRAM is typically designed and manufactured separately from other system
components. In this way, system designers who purchase, test, and/or integrate commodity
DRAM chips (e.g., cloud system designers, processor and system-on-a-chip (SoC) architects,
memory module designers, test and validation engineers) are free to focus on the particular
challenges of the systems they work on instead of dealing with the nuances of building low-
cost, high-performance DRAM.

To ensure that system designers can integrate commodity DRAM chips from any manu-
facturer, the DRAM interface and operating characteristics have long been standardized by
the JEDEC consortium [244]. JEDEC maintains a limited set of DRAM standards for commod-
ity DRAM chips with dierent target applications, e.g., general-purpose DDRn [246,249,253],

147
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bandwidth-optimized HBMn [256,257], mobile-oriented LPDDRn [250,254], graphics-oriented
GDDRn [251, 255]. Given that DRAM designs are heavily constrained by DRAM standards,
manufacturers generally seek protability through economies of scale [120,129,274,352]: they
mass produce standards-compliant DRAM chips using highly-optimized manufacturing pro-
cesses. High-volume production amortizes manufacturing costs and increases per-chip prot
margins. As such, DRAM manufacturers conservatively regard design- and manufacturing-
related information as sensitive [105, 176, 224, 434], revealing only what DRAM standards re-
quire.

To maintain their competitive advantage in cost-per-capacity, DRAM manufacturers con-
tinually improve storage densities across successive product generations while minimizing
fabrication costs (e.g., minimizing chip area, maximizing yield). This requires a careful balance
between aggressively scaling physical feature sizes, continually optimizing circuit designs to
reduce area consumption, and mitigating reliability issues that arise with process technology
shrinkage [10, 88, 276, 405, 434, 461, 538]. Unfortunately, focusing primarily on storage density
forces DRAM manufacturers to sacrice potential improvements in other metrics of interest,
such as performance, energy, etc. Even if process technology shrinkage naturally provides
gains in these other metrics (e.g., by reducing circuit latencies with smaller circuit elements),
manufacturers typically adjust their designs to exchange these gains for additional storage
density (e.g., by building larger array sizes that oset any reductions in access latency). As
manufacturers juggle the complex tradeos in chip design and manufacturing to maintain
market competitiveness, DRAM as a whole exhibits slow generational improvements in key
areas, such as access latency and power consumption [90, 164, 344].

Figure 8.1 provides a best-eort survey showing how manufacturer-reported values for
four key DRAM operating timings and per-chip storage capacity (all shown in log scale)
have evolved over time. We extract these data values from 58 publicly-available DRAM chip
datasheets from across 19 dierent DRAMmanufacturers with datasheet publication dates be-
tween 1970 and 2021. This data encompasses DRAM chips from both asynchronous (e.g., page
mode, extended data out) and synchronous (e.g., SDRAM, DDRn) DRAM chips. Appendix 8.A
describes our data collection methodology in further detail, and Appendix 8.B provides an
overview of our dataset, which is publicly available on GitHub [2].
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Figure 8.1: Semi-log plot showing the evolution of key DRAM access timings (left) and per-
chip storage capacity (right)i across each 5-year period of time.

iJEDEC-standardized parameters [253] found in DRAM chip datasheets:
Parameter Denition
tRCD minimum row activation to column operation delay
CAS Latency read operation to data access latency
tRAS minimum row activation to precharge delay
tRC minimum delay between accesses to dierent rows

8.1.1 Motivation: The Need for Adaptability

We observe a clear trend that newer DRAM chips exhibit improvements in all four timing pa-
rameters and storage capacity. However, none of the four timings have improved signicantly
in the last two decades. For example, the median tRCD/CAS Latency/tRAS/tRC reduced by
2.66/3.11/2.89/2.89% per year on average between 1970 and 2000, but only 0.81/0.97/1.33/1.53%
between 2000 and 2015.1 In contrast, storage capacity improved relatively consistently with
an exponential growth factor of 0.328 per year (0.341 for 1970-2000 and 0.278 for 2000-2020)
across the entire history of DRAM technology. This data is consistent with similar studies
done in prior work [62,90,91,108,202,232,344,347,443,539], showing that commodity DRAM
manufacturers have prioritized storage capacity over access latency in recent years.

Unfortunately, prioritizing storage density does not always align with the increasingly
diverse needs of modern computing systems. These needs change as systems continuously
evolve, so there is no single target metric (e.g., storage capacity) that suits all DRAM-based
systems. Instead, each system’s design goals dier based on factors such as cost, complexity,
applications, etc. For example, storage-focused data centers (e.g., content delivery network
nodes) may require high-reliability memory while compute-focused clusters may optimize for
performance with low-latency memory. Unfortunately, system designers today are limited to

1We report 2015 instead of 2020 because 2020 shows a regression in CAS latency due to rst-generation DDR5
chips, which we believe is not representative because of its immature technology.
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a narrow range of commodity DRAM products,2 that eectively restrict design freedom and
limit the peak potential of DRAM-based systems.

To address this disparity, system designers have long since developed techniques for adapt-
ing unmodied commodity DRAM chips to varying system requirements. Examples include:
(1) actively identifying and/or mitigating errors to improve reliability [23, 33, 86, 98, 102, 107,
194, 260, 261, 301, 302, 385, 430, 435, 470, 523, 563, 614]; (2) exploiting available timing [89, 91,
294, 326, 343, 346, 586, 627] and voltage [94, 125, 131] margins to reduce memory access la-
tency, power consumption, decrease refresh overheads [165,366,370,434,468,468,480,571,584];
and (3) mitigating unwanted DRAM data persistence [182, 189, 530] and read-disturb prob-
lems [30,307,312,497,605]. Section 8.2.1 discusses these proposals in greater detail to motivate
the need to adapt commodity DRAM to diverse yet aggressive design targets.

However, these proposals are largely theoretical ideas or proofs-of-concept based on per-
formance and reliability characteristics that are assumed, inferred, or reverse-engineered from
a limited set of observations and DRAM products (e.g., in-house experimental studies) with-
out DRAM manufacturers’ support. Therefore, adopting such proposals in a consumer-facing
product requires a system designer to weigh the benets of enhancing DRAM (e.g., improving
performance, security, etc.) against both: (1) risks (e.g., failures in the eld) associated with po-
tentially violating manufacturer-recommended operating conditions and (2) limitations due to
compatibility with only a subset of all commodity DRAM products (e.g., only those that have
been accurately reverse-engineered). These risks and limitations are a serious barrier to adop-
tion, especially for small-scale designers who may have limited headroom and expertise for
exploring unconventional designs.

In this work, we argue that the lack of transparency concerning DRAM reliability character-
istics is ultimately responsible for conning system designers to conventional, specication-
constrained designs. For example, safely improving DRAM access latency by adjusting op-
erating timings requires understanding the possible failure modes resulting from using non-
standard timings (discussed further in Section 8.6). This is because selecting suitable operat-
ing timings requires the system designer to estimate the reliability impact of the new timings,
which in turn requires reliability modeling or extensive testing under worst-case operating
conditions. Unfortunately, obtaining the information necessary to make these estimates (e.g.,
error models, worst-case testing parameters) is dicult, if not impossible,3 without trans-
parency from DRAM manufacturers. This transparency does not exist today, even through
private agreements for high-volume consumers who have signicant stake in the DRAM in-

2Custom DRAM chips (e.g., latency-optimized [156, 403], high-reliability [229, 534]) and target-specic chips
(e.g., LPDDRn [250, 254], GDDRn [251, 255]) sacrice the cost advantages of high-volume general-purpose com-
modity DRAM [352].

3For all but the largest customers capable of independently conducting rigorous post-manufacturing testing.
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dustry [8,374,504]. In general, without the ability to understand how dierent design choices
can impact DRAM reliability (e.g., error rates), system designers are discouraged from deploy-
ing or even exploring alternative designs.

To understand the source of the transparency problem, we conduct four case studies
throughout Sections 8.4–8.7 that each examine a key system design concern for commodity
DRAM chips: (1) reliability; (2) refresh overheads; (3) access latency; and (4) the RowHam-
mer security vulnerability. For each case study, we explain how system designers are forced to
make assumptions about DRAM reliability in order to address these concernswithout breaking
design independence with DRAM manufacturers, but those very assumptions limit the prac-
ticality and scope of the solution. We then argue that DRAM standards lie at the heart of the
problem because they do not adequately address the aforementioned DRAM reliability con-
cerns. To overcome this reliance on assumptions, we show that incorporating specications for
consumer-visible DRAM reliability characteristics (e.g., industry-validated error models and
testing techniques) into DRAM standards alleviates the problem and allows system designers
to better adapt commodity DRAM to their particular needs without requiring changes to how
DRAM manufacturers design and build commodity DRAM.

We propose incorporating information transparency into DRAM standards using a two-
step approach involving all DRAM stakeholders, including consumers and manufacturers. In
Step 1, for DRAM chips already in the eld, we seek the release of basic information about
DRAM chips that consumers can use to better understand the chips’ reliability characteristics.
Section 8.9.1 details examples of possible information to release, including (1) basic microar-
chitectural characteristics (e.g., organization of physical rows, sizes of internal storage arrays)
that can be reverse-engineered using existing techniques with access to appropriate testing in-
frastructure [91,198,267,294,295,327,343,415,455,467] and (2) industry-recommended testing
best practices (e.g., test patterns for key error mechanisms). We believe that this informa-
tion can be released through a combination of (1) crowdsourced testing of commodity DRAM
chips on the market; and (2) DRAM chip manufacturers publishing information (e.g., using
datasheet revisions or online resources) about their products, possibly limited to basic infor-
mation that manufacturers already have available (i.e., that requires minimal logistical eort
to release). Through a combination of these two avenues, information can be provided to all

system designers, including the majority of designers without the ability to conduct exhaus-
tive testing, almost immediately without requiring changes to existing DRAM hardware or
standards (though standardizing the information release could streamline the process). Then,
armed with this information, system designers can make more informed decisions when de-
veloping their own solutions to system-specic design concerns while also preserving the
advantages of commodity DRAM built per general-purpose DRAM standards.
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In Step 2, we propose extending DRAM standards with explicit DRAM reliability standards
that provide industry-standard guarantees, tools, and/or information helpful to consumers.We
envision dierent possibilities for these reliability standards, including (1) reliability guaran-
tees for how a chip is expected to behave under certain operating conditions (e.g., predictable
behavior of faults [119]); (2) disclosure of industry-validated DRAM reliability models and test-
ing strategies suitable for commodity DRAM chips (e.g., similar to how JEDEC JEP122 [252],
JESD218 [247], and JESD219 [248] address Flash-memory-specic errormechanisms [74,75,78]
such as oating-gate data retention [81,83,379,380] and models for physical phenomena such
as threshold voltage distributions [79, 80, 82, 378]); and (3) requirements for manufacturers to
directly provide relevant information about their DRAM chips (e.g., the information requested
in Step 1). As the DRAM industry continues to evolve, we anticipate closer collaboration be-
tween DRAM and system designers to eciently overcome the technology scaling challenges
that DRAM is already facing [276,405,420,421]. Although we hope that transparency will oc-
cur naturally as part of this process, we believe the end result will be determined in a large part
by the direction in which DRAM standards evolve. Therefore, we believe that ensuring trans-
parency of reliability characteristics becomes a rst-order concern is essential for allowing
innovation going forward.

8.2 The System Designer’s Challenge

Today’s DRAM industry thrives on separation of concerns: DRAM manufacturers can focus
on designing highly-optimized DRAM chips while consumers can make use of standardized
DRAM that conform to JEDEC standards. This design independence is powerful because it
allows each party to leverage their respective expertise to build the best possible product. As a
result, a system designer who is responsible for choosing thememory substrate for a particular
system can simply select between a limited range of standardized commodity parts that are
optimized for dierent targets, such as general-purpose performance (e.g., DDRn [249, 253]),
high bandwidth (e.g., GDDRn [251,255], HBMn [256,257]), and low power (e.g., LPDDRn [250,
254]).

Unfortunately, the system designer faces a signicant challenge: the designer is unable
to fully explore the memory design space (as well as the system-memory co-design space)
because there are only a limited number of viable design points using commodity DRAM
chips. Therefore, the limited number of options inherently forces the designer to overlook
opportunities for customizing DRAMoperation towards their system’s particular design goals.
As main memory becomes an increasingly signicant system bottleneck [420, 424, 429], we
believe that enabling system designers to exibly adapt commodity DRAM to suit their own
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needs as they see t is a promising path to reap the benets of adaptability while preserving
the design independence between DRAM manufacturers and system designers.

8.2.1 Benefits for DRAM Consumers

Prior works [37, 71, 86, 89, 91, 98, 102, 159, 165, 181, 187, 197, 220, 241, 260, 261, 278, 282–285, 294–
296,298,300–302,312,325,326,343,346,366,370,385,390,390,393,397,423,434,435,446,449,451,
452, 468, 470, 480, 497, 513–516, 518, 563, 567, 571, 582, 584, 586, 605, 614, 620, 627] demonstrate
signicant system-level benets from adapting commodity DRAM operation to dierent sys-
tem needs without changing the DRAM design itself. This section reviews the benets of four
concrete examples of such customizations: 1) DRAM reliability improvement, 2) DRAM re-
fresh overhead reduction, 3) DRAM access latency reduction, and 4) RowHammer security
improvement. In principle, a system designer can readily implement each customization using
existing techniques. Unfortunately, adopting these techniques in practice requires understand-
ing how DRAM reliability characteristics behave under dierent operating conditions, which
is not clearly communicated by DRAM manufacturers or standards today. In this section, we
review each example customization’s potential benets; then, our case studies throughout
Sections 8.4-8.7 explore each example customization in further detail to identify the specic
factors that we believe discourage system designers from adopting the examples in practice.

DRAM Reliability Improvement

DRAM is susceptible to a wide variety of error mechanisms that can impact overall system re-
liability. To combat DRAM-related failures, system designers typically incorporate reliability,
availability and serviceability (RAS) features [130, 532, 547] that collectively improve system
reliability beyond what commodity DRAM chips can provide alone. In general, memory RAS
is a broad research area with solutions spanning the hardware-software stack, ranging from
hardware-basedmechanismswithin the DRAM chip (e.g., on-die ECC scrubbing [119,253,484],
post-package repair [212, 249, 253, 287, 575], target row refresh [154, 198]), memory controller
(e.g., rank-level ECC [86, 98, 102, 260, 261, 301, 302, 385, 435, 470, 563, 584, 614], rank-level ECC
scrubbing [23,33,107,194,430,480,484,523,523,540], repair techniques [289,320,321,366,373,432,
434, 507, 581, 622]) to software-only solutions (e.g., page retirement [37, 220, 393, 397, 446, 571],
failure prediction [52, 61, 167, 336, 363, 416]).

As a specic and relevant example, an important category of hardware-based redundancy
mechanisms known as rank-level error-correcting codes (rank-level ECC) operate within the
memory controller to isolate the rest of the system from random DRAM errors. Depending on
the ECC design, rank-level ECC can protect against random single-bit (e.g., SEC/SEC-DED
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Hamming codes [193]), multi-bit (e.g., BCH [69, 210], Reed-Solomon [489]), and/or multi-
component (e.g., Chipkill [129, 301]) errors with varying hardware and runtime overheads.
The system designer must decide which ECC mechanism is most appropriate for their par-
ticular system (e.g., which error mechanisms are dominant and what degree of protection is
required). For example, a state-of-the-art rank-level ECC mechanism called Frugal-ECC [302]
uses data compression to provide chipkill-correct ECC for ×4 non-ECC DIMMs and ×8 ECC
DIMMs with negligible performance (maximum of 3.8%), energy-eciency, and area over-
heads compared with an industry-standard chipkill solution. Therefore, Frugal-ECC enables
system designers to implement chipkill reliability using commodity DRAM chips with a frac-
tion of the storage overheads suered by conventional ECC DIMM congurations.

DRAM Refresh Overhead Reduction

DRAM stores data in volatile capacitors, which are susceptible to charge leakage. To pre-
vent this leakage from causing data loss, DRAM requires periodic refresh operations that
intermittently access all DRAM cells to restore their charge levels to safe values. Unfortu-
nately, DRAM refresh operations are well known to waste signicant system performance and
power [37, 58, 59, 298, 338, 370, 390, 434, 449, 582], sacricing almost half of the total memory
throughput and wasting almost half of the total DRAM power for projected 64 Gb chips [370].

To alleviate the power and performance costs of DRAM refresh, prior works [165,241,278,
282–285, 298, 300, 366, 370, 390, 434, 449, 468, 480, 571, 582] take advantage of the fact that most

refresh operations are unnecessary.4 The standard DRAM refresh algorithm refreshes all cells
frequently (i.e., at the worst-case rate) to simplify DRAM refresh and guarantee correctness.
However, each cell’s data retention characteristics vary signicantly due to a combination
of data-dependence [282, 283, 285, 369, 468] and process variation [176, 190, 191, 369, 370, 434,
582]. As a result, eliminating unnecessary refresh operations can provide signicant power
reduction and performance improvement. For example, Liu et al. [370] demonstrate an average
energy-per-access and system performance improvement of 8.3% and 4.1%, respectively, for
4 Gib chips (49.7% and 107.9% for 64 Gib chips) when relaxing the refresh rate at the row
granularity. Therefore, reducing refresh overheads can potentially benet any DRAM-based
system.

4Latency-hiding techniques (e.g, prefetching, memory command scheduling, on-chip caching, etc.) and par-
allelization of refresh and access operations [92, 418, 443, 457, 544] help mitigate performance overheads but do
not change the total number of refresh operations issued. As a result, such techniques cannot mitigate energy
wastage due to DRAM refresh. These techniques are also imperfect inmany cases where latency-hiding is imprac-
tical (e.g., row conicts between refresh and access commands, larger memory footprints than available caching
resources) [92, 431, 457, 624].
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DRAM Access Latency Reduction

Figure 8.1 shows that DRAM access latency has not signicantly improved relative to storage
capacity over the last two decades. This makes DRAM an increasingly signicant system per-
formance bottleneck today, especially for workloads with large footprints that are sensitive to
DRAM access latency [56, 57, 63, 65, 148, 161, 163, 186, 203, 215, 218, 271, 272, 326, 372, 420, 427–
429,453,525,539,595,600,633]. Although conventional latency-hiding techniques (e.g., caching,
prefetching, multithreading) can potentially help mitigate many of the performance concerns,
these techniques (1) fundamentally do not change the latency of each memory access and
(2) fail to work in many cases (e.g., irregular memory access patterns, random accesses, huge
memory footprints).

To address this problem, prior works have taken two major directions. First, many
works [89, 91, 197, 294, 326, 343, 346, 390, 586, 620, 627] show that the average DRAM access
latency can be shortened by reducing DRAM access timings for particular memory locations
that can tolerate faster accesses. This can be done safely because, although DRAM standards
call for constant access timings across all memory locations, the minimum viable access tim-
ings that the hardware can support actually dier between memory locations due to factors
such as heterogeneity in the circuit design [344, 346] and manufacturing process variation
between circuit components [89, 91, 94, 294, 343].

Exploiting these variations in access timings to reduce the average memory access latency
can provide signicant system performance improvement. For example, Chang et al. [91] ex-
perimentally show that exploiting access latency variations can provide an average 8-core
system performance improvement of 13.3%/17.6%/19.5% for real DRAM chips from three ma-
jor DRAMmanufacturers. Similarly, Kim et al. [294] show that exploiting access latency varia-
tions induced by DRAM sense ampliers provides an average (maximum) system performance
improvement of 4.97% (8.79%) versus using default DRAM access timings for 4-core heteroge-
neous workload mixes based on data obtained from 282 commodity LPDDR4 DRAM chips.

Second, other works [159,187,295,296,451,452,513–516,518] show that commodity DRAM
can perform massively-parallel computations (e.g., at the granularity of an 8 KiB DRAM row)
by exploiting the underlying analog behavior of DRAM operations (e.g., charge sharing be-
tween cells). These works show that such computations can signicantly improve overall sys-
tem performance and energy-eciency by both (1) reducing the amount of data transferred
between the processor and DRAM and (2) exploiting the relatively high throughput of row-
granularity operations. For example, Gao et al. [159] show that in-DRAM 8-bit vector addition
is 9.3× more energy-ecient than the same computation in the processor, primarily due to
avoiding the need for o-chip data transfers. Similarly, Olgun et al. [451] use an end-to-end
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FPGA-based evaluation infrastructure to demonstrate that in-DRAM copy and initialization
techniques can improve the performance of system-level copy and initialization by 12.6× and
14.6×, respectively.

Improving Security Against RowHammer

RowHammer [38, 312, 422, 426] is a well-studied read-disturb phenomenon in modern DRAM
chips in which memory accesses to a given memory location can induce bit-ips at other
locations. Recent experimental studies [297, 312] show that RowHammer is continually
worsening with process technology shrinkage. Although DRAM manufacturers incorpo-
rate internal RowHammer-mitigation mechanisms [115, 127, 154, 198, 297, 350, 407], prior
work [113, 127, 154, 198, 243] shows that these mechanisms do not suce. Therefore, several
works [19,30,312,462,603,605] provide RowHammer-mitigationmechanisms that operate from
outside of the DRAM chip to provide strong security without requiring changes to DRAM chip
hardware or relying upon information from DRAM manufacturers. Such a solution is attrac-
tive for a system designer with interest in building a secure system because the designer can
rely upon their own methods rather than relying upon external, possibly dicult-to-verify
promises or guarantees [479, 504].

Following prior work [605], we classify previously-proposed RowHammer defenses into
four dierent categories as follows.

1. Access-agnostic mitigation hardens a DRAM chip against RowHammer independently
of the memory access pattern. This includes increasing the overall DRAM refresh
rate [19, 30, 312] and memory-wide error correction and/or integrity-checking mech-
anisms such as strong ECC [115,312,479]. These mechanisms are algorithmically simple
but can introduce signicant system hardware, performance, and/or energy-eciency
overheads (e.g., a large number of additional refresh operations [58, 297, 312]).

2. Proactive mitigations [181, 312, 423, 605] adjust the DRAM access pattern to prevent the
possibility of RowHammer errors.

3. Physically isolating mitigations [71, 196, 325, 497, 567] physically separate data such that
accesses to one portion of the data cannot cause RowHammer errors in another.

4. Reactivemitigations [34,39,41,42,136,253,273,288,311,312,348,386,462,520,537,603,616]
identify symptoms of an ongoing RowHammer attack (e.g., excessive row activations)
and issue additional row activation or refresh operations to prevent bit-ips from occur-
ring.
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RowHammer defense is an ongoing area of research, and which mechanism type is most eec-
tive depends on the level of security (e.g., the threat model) that the system designer requires
and the trade-os (e.g., performance, energy, hardware area, complexity overheads) they are
willing to make.

8.2.2 Benefits for DRAMManufacturers

We believe that the ability to adapt commodity DRAM to system-specic design goals also
benets DRAM manufacturers for two key reasons. First, adaptability broadens the scope and
competitive advantage of DRAM technology relative to alternative technologies (e.g., emerg-
ing memories). Second, enabling DRAM consumers to more easily innovate on the DRAM
substrate can encourage valuable feedback for DRAM manufacturers, including insights from
customer use-cases and well-evaluated suggestions for future products.

Regardless of these benets, we believe making commodity DRAM adaptable has no sig-
nicant downside for DRAM manufacturers. The reliability characteristics that we wish to be
communicated (as described in detail in Section 8.9.1) are either (1) already exposed in scientic
studies today; or (2) can be reverse-engineered using existing techniques by those with access
to appropriate tools (e.g., competitors, scientic labs). We simply ask for these characteristics
to be ocially provided in a trustworthy capacity. DRAM manufacturers have not previously
provided this information because there has been no pressing need to do so. However, releas-
ing this information makes sense today because it can enable a broad range of benets for
DRAM consumers going forward, especially as DRAM technology scaling continues to face
increasing diculties [420, 422, 425].

8.2.3 Short-Term vs. Long-Term Solutions

Prior works [276,312,420,422,425,426,429,471] have praised themerits of cooperation between
DRAM manufacturers and system designers in order to collaboratively solve main memory
challenges across the system stack. However, this requires either (1) breaking design indepen-
dence between the two parties; (2) achieving consensus among all DRAM stakeholders (i.e.,
JEDEC committee members and representatives, including DRAM manufacturers and con-
sumers) for every design change, followed by a lengthy adoption period; or (3) reducing de-
pendence on DRAM standards and JEDEC. We do not believe any of these options are easy to
adopt for either the (1) short term, where we would like to quickly eect changes that enable
information transparency; or (2) long term, where breaking design independence constrains
the very freedom that we advocate system designers should have in meeting their own design
goals while preserving the cost advantages of mass-produced commodity DRAM chips.
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Instead, we argue for enabling each party to solve their own system-specic design chal-
lenges, modifying DRAM standards only for issues that collectively aect all DRAM stakehold-
ers. However, regardless of how the DRAM industry evolves over the coming years, we rmly
believe that DRAM must become more adaptable, whether that occurs through standards or
collaboration.

8.3 antitatively Measuring Reliability

As we will show in the following case studies (Sections 8.4–8.7), a system designer exploring
unconventional DRAM operating points must rst understand how reliably a chip will be-
have at that operating point. Given that this behavior is not governed by DRAM standards or
described by DRAM manufacturers, the system designer must determine it themselves, e.g.,
through modeling and/or testing. This section formalizes the information that a system de-
signer may need (but does not necessarily have access to today) in order to quantitatively
understand DRAM reliability.

8.3.1 Information Flow During Testing

Figure 8.2 describes the ow of information necessary for a system designer to quantitatively
estimate5 a DRAM chip’s error characteristics 5 starting from basic properties of the chip 1 .
In principle, these characteristics can comprise any aspect of DRAM reliability that a system
designer wants to quantify while exploring their system’s design and/or conguration space.
Examples include: (1) worst-case error rates (e.g., bit error rate (BER) or failures in time (FIT))
across a given set of operating points; (2) a prole of error-prone memory locations; or (3)
a list of error-free operating points (e.g., as identied in a shmoo analysis [46]). The error
characteristics can be estimated in two dierent ways: testing or modeling.

Determination from Testing

First, a system designer may estimate error characteristics using measurements from detailed
experimental testing 3 across a variety of operating conditions. Examples of measured quan-
tities include: aggregate error rates, per-cell probabilities of error, and spatial/temporal error
distributions. These measurements can be made using testing infrastructures ranging from
industry-standard large-scale testing equipment [15,560] to home-grown tools based on com-

5“Estimate” because, in general, no model or experiment is likely to be perfect, including those provided by
manufacturers.
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Figure 8.2: Flow of information necessary to determine key error characteristics for a given
DRAM device.

modity FPGAs [91, 94, 159, 164, 199, 213, 282, 312, 335, 451, 580, 589] or DRAM-based computing
systems [113, 125, 153, 536, 566].

To conduct accurate and rigorous testing, the system designer must use an eective test
methodology 2 that suits the particular DRAM chip under test. Prior works extensively study
key aspects of eective test methodologies, including appropriate data and access patterns, the
eects of enabling/disabling DRAM chip features such as target row refresh (TRR) [154, 198,
243,297,386] and on-die error correcting codes (on-die ECC) [176,276,330,332,405,435,447,448,
464,466,467,538], and the viability of dierent DRAM command sequences (e.g., sequences that
enable in-DRAM row copy operations [93,159,451,514], true random-number generation [70,
296, 452, 550], and physically unclonable functions [295, 551]).

In turn, choosing an eective test methodology requires knowledge of basic properties
about a DRAM chip’s design and/or error mechanisms 1 . For example, DRAMmanufacturer’s
design choices for the sizes of internal storage arrays (i.e., mats [346, 452, 539, 623]), charge
encoding conventions of each cell (i.e., the true- and anti-cell organization [327, 369]), use of
on-die reliability-improving mechanisms (e.g., on-die ECC, TRR), and organization of row and
column addresses all play key roles in determining if and how susceptible a DRAM chip is
to key error mechanisms (e.g., data retention [35, 191, 327, 369, 467, 588, 607], access-latency-
related failures [89,91,294,326,343,346,347,452], and RowHammer [312,422,426,460,576,611]).
Section 8.9.1 provides further detail about such design properties and how knowing them is
necessary to develop eective test methodologies.

Determination from Modeling

Second, the system designer may make predictions from analytical or empirical error models
4 based on a previous understanding of DRAMerrors (e.g., from past experiments or scientic
studies). Examples of such error models include: analytical models based on understanding
DRAM failure modes (e.g., sources of runtime faults [86, 120, 123, 220, 398, 529]), parametric
statistical models that provide useful summary statistics (e.g., lognormal distribution of cell
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data-retention times [141, 190, 191, 207, 208, 264, 305, 323, 362], exponential distribution of the
time-in-state of cells susceptible to variable-retention time (VRT) [35, 276, 282, 286, 290, 291,
329, 369, 410, 450, 480, 491, 526, 608]), physics-based simulation models (e.g., TCAD [139, 264,
473, 548, 611] and SPICE models [196, 197, 346, 347, 376, 524, 585, 586, 627]), and empirically-
determined curves that predict observations well (e.g., single-bit error rates [282,283,369,460,
468,480]). Similar to testing, using errormodels to predict error characteristics ultimately relies
on understanding the DRAMchip being tested because the accuracy of the predictions requires
choosing appropriate models and model parameters (e.g., through testing 3 or directly from
fundamental chip design properties 1 ).

8.3.2 Access to Modeling and Testing Information

Figure 8.2 shows that determining a DRAM chip’s error characteristics through modeling or
testing ultimately relies on understanding the chip’s fundamental design properties. This re-
liance can be implicit (e.g., inherent within a pre-existing workow designed for a specic
chip) or explicit (e.g., chosen as part of a home-grown testing methodology). Therefore, a sys-
tem designer must be vigilant of the information they (perhaps unknowingly) rely upon at
each step of their design process concerning commodity DRAM.

Fortunately, the system designer only needs to be concerned with the information ow at
the children of a node whose information is already known from a trustworthy source. For ex-
ample, a system designer whowants to identify the locations of error-prone cells (i.e., 5 ) using
testing need not be concerned with chip design properties (i.e., 1 ) if DRAM manufacturers
provide appropriate test methodologies (i.e., 2 ) or detailed test results (i.e., 3 ). Unfortunately,
to our knowledge, neither DRAM standards nor manufacturers provide the information in any
of the nodes today, much less in a clear, industry-validated manner. Therefore, the system de-
signer lacks a base of trustworthy information to build upon. This creates a barrier to entry for
a system designer who wants to explore optimizations to commodity DRAM by compromising
the designer’s ability to make well-informed or eective decisions.

In general, except for the fewmajor DRAM customers whomay be able to secure conden-
tiality agreements,6 system designers would need to rely on (possibly incorrect or incomplete)
inferences or assumptions based on domain knowledge or reverse-engineering studies (e.g.,
similar in spirit to [51, 91, 147, 154, 198, 262, 267, 294, 297, 327, 346, 369, 466, 468, 472, 583]) that

6Even under condentiality, DRAM manufacturers may be unwilling to reveal certain proprietary aspects of
their designs (e.g., on-die error correction [185, 466], target row refresh [504]) or provide specically requested
numbers.
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are not veried or supported by the DRAM industry.7 As a result, the need for assumptions
can discourage practitioners from exploring the full design space even when a given design
choice is otherwise benecial. We conclude that the lack of information transparency is a seri-
ous impediment to adopting many promising DRAM-related optimizations today.

8.4 Study 1: Improving Memory Reliability

Main memory reliability is a key design concern for any system because when and how mem-
ory errors occur aects overall system reliability. In particular, designers of reliability-critical
systems such as enterprise-class computing clusters (e.g., cloud, HPC) and systems operating
in extreme or hostile environments (e.g., military, automotive, industrial, extraterrestrial) take
additional measures (e.g., custom components [11,16,50,124,222,229,375,392,534], redundant
resources [322,389,470]) to ensure that memory errors do not compromise their systems. Sec-
tion 8.2.1 shows the benets of incorporating mechanisms to improve memory reliability. This
section explains how the details of a DRAM chip’s reliability characteristics play a major role
in determining how system designers improve overall system reliability.

8.4.1 Adapting Commodity DRAM Chips

Commodity DRAM is designed to work for a wide variety of systems at a reasonable (al-
beit unspecied)8 error rate. In general, a system designer who needs high memory reliability
must design and build their own solutions (i.e., outside of the DRAM chip) to tolerate memory
errors.9 In doing so, the designer eectively adapts a DRAM chip to specic system needs,
enhancing DRAM reliability beyond what the DRAM chips provide alone.

Section 8.2.1 reviews examples of such memory error-mitigation mechanisms, which span
the hardware-software stack. Regardless of where each mechanism operates from, the mech-
anism targets a particular error model, which denes the scope of the errors that it is designed
to mitigate. This is important because, while a given mechanism eciently mitigates errors
within its target error model, it may fail to do so if errors no longer t the model. In such cases,
a dierent error-mitigation mechanism (or possibly, a combination of multiple mechanisms)
may be more suitable.

7DRAM manufacturers may make assumptions during their own testing. However, they have full trans-
parency into their own designs (i.e, the root node in the information ow), so they can make the most informed
decision.

8Academic works speculate that commodity DRAM targets a bit error rate (BER) within the range of 10−16 −
10−12 [303, 373, 434, 468], but we are unaware of industry-provided values.

9Even designers who adopt custom DRAM solutions that sacrice the cost advantages of commodity mem-
ory (e.g., high-reliability DRAM [229, 534]) may supplement the DRAM chips with additional error-mitigation
mechanisms outside of the DRAM chip.
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For example, a coarse-grained approach such as page retirement [37,220,393,397,446,571]
eciently mitigates a small number of errors at xed bit positions. However, page retirement
exhibits signicant capacity and performance overheads at high error rates or when mitigat-
ing errors that change positions over time [357,393,397]. In contrast, a ne-grained hardware-
based approach such as a block error-correcting code [112,116,367,409,492,495] can eciently
mitigate a limited number of randomly-distributed errors but can fail silently (and even ex-
acerbate the number of errors present [22, 119, 258, 464, 466, 467, 538]) when its correction
capability is exceeded. We conclude that it is essential for the system designer to know when
and how errors occur in a given memory chip in order to make an informed choice of which
error-mitigation mechanism to use in a particular system.

8.4.2 Lack of Transparency in Commodity DRAM

Unfortunately, system designers generally do not have access to denitive error models for
commodity DRAM chips. Therefore, designers are left to rely upon information they can
gather by themselves (e.g., by expending testing resources) or from external, possibly un-
trustworthy, sources. However, as Section 8.3 discusses, obtaining the error characteristics
of a DRAM chip without input from the manufacturers requires making a series of assump-
tions about the chip’s design and testing methodologies. The need for these assumptions (i.e.,
the lack of trustworthy information) can easily discourage designers from pursuing custom
solutions to enhance DRAM reliability.

To exacerbate the problem of identifying a denitive error model, DRAM manufacturers
are starting to incorporate two on-die error-mitigationmechanisms that correct a limited num-
ber of errors from within the DRAM chip itself: (1) on-die ECC [330,332,405,435,447,448,466,
467] for improving reliability and yield and (2) target row refresh [154,198,243,386] for partially
mitigating the RowHammer vulnerability. Prior works on ECC [88, 119, 177, 185, 258, 381, 435,
456, 464–467, 538] and RowHammer [154, 198, 479, 504] show that both on-die ECC and TRR
change how errors appear outside of the DRAM chip, thereby changing the DRAM error model
seen by the memory controller (and therefore, to the rest of the system). Unfortunately, both
mechanisms are opaque to the memory controller and are considered trade secrets that DRAM
manufacturers will not ocially disclose [147,176,374,434,466,467,479,504]. As a result, both
on-die ECC and TRR make it dicult for a system designer to reason about the DRAM er-
ror model and error rates. For example, to account for on-die ECC’s and TRR’s eects when
designing a system-level error-mitigation mechanism, the system designer must spend addi-
tional time and resources using reverse-engineering techniques (e.g., for on-die ECC [466,467]
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or TRR [154,198]) or otherwise nd a trustworthy source to acquire the necessary information
in reliable manner.

8.5 Study 2: DRAM Refresh Overheads

DRAM refresh is a key design concern in modern systems. Section 8.2.1 reviews evidence that
reducing the total number of refresh operations signicantly benets overall system perfor-
mance and energy eciency. In this section, we examine how mitigating refresh overheads
in commodity DRAM requires making assumptions about DRAM reliability characteristics.
Based on our analysis, we argue that these assumptions limit the techniques’ potential for
adoption, discouraging system designers from using these solutions in practice.

8.5.1 Adapting Commodity DRAM Chips

Reducing unnecessary refresh operations in commodity DRAM chips generally requires two
key steps. First, the memory controller must reduce the frequency of periodic refresh opera-
tions. This is achievable (though not necessarily supported to arbitrary values) using com-
modity DRAM chips because the memory controller manages DRAM refresh timings. For
example, the memory controller might relax the rate at which it issues refresh operations
to half of the DDRn standard of 3.9 or 7.8 `s, which is supported by standards at extended
temperature ranges [246, 249, 250, 253, 254], or even to over an order of magnitude less of-
ten [278, 370, 434, 571].

Second, the system must mitigate any errors that may occur within the small number of
DRAM cells that require frequent refreshing. Doing so requires either using additional refresh
operations (e.g., by issuing extra row activations [370]) or using error-mitigation mechanisms
within processor (e.g., ECC [480] and/or bit-repair techniques [366, 434, 571]). Although both
strategies introduce new performance and energy overheads, the benets of reducing unneces-
sary refresh operations outweigh the overheads introduced [165,366,370,434,440,449,468,480,
571, 582]. For example, Liu et al. [370] project that DRAM refresh overheads cause a 187.6%
increase in the energy-per access and a 63.7% system performance degradation for 64 Gib
chips. By reducing the overall number of DRAM refresh operations, the authors show that
their mechanism, RAIDR, can mitigate these overheads by 49.7% and 107.9%, respectively.

8.5.2 Lack of Transparency in Commodity DRAM

Knowing, predicting, or identifying cells that cannot safely withstand infrequent refreshing
(i.e., retention-weak cells) is a dicult reliability problem because the cells’ likelihood of error
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changes with how a DRAM chip is used (i.e., operating conditions such as the refresh rate,
voltage, temperature) and the particular DRAM chip circuit design (e.g., random cell-to-cell
variations, locations of true and anti-cells [327, 369, 467]). Prior works propose two practical
ways of identifying retention-weak cells: (1) active proling, which uses comprehensive tests
to search for error-prone cells oine [282, 283, 366, 370, 390, 468], and (2) reactive proling,
which constantly monitors memory to identify errors as they manifest during runtime, e.g.,
ECC scrubbing [107, 194, 480]. Both approaches require the proler to understand the worst-
case behavior of data-retention errors for a given DRAM chip [282,366]: an active proler must
use the worst-case conditions to maximize the proportion of retention-weak cells it identies
during proling [468] and a reactive proler must be provisioned to identify (and possibly also
mitigate) the worst-case error pattern(s) that might be observed at runtime, e.g., to choose an
appropriate ECC detection and correction capability [282, 465, 479].

The fact that an eective error prolingmechanism relies on understanding the underlying
error characteristics reinforces the argument presented in Section 8.3. Even though there exist
techniques for mitigating refresh overheads in commodity DRAM, practically adopting them
relies on prerequisite knowledge about a DRAM chip and its reliability characteristics that is
not provided by the DRAM industry today.

8.6 Study 3: Long DRAM Access Latency

Slow generational improvements in the DRAM access latency (shown in Section 8.1) contrast
with the growing prevalence of latency-sensitive workloads today [56, 57, 63, 65, 148, 161, 163,
166,173,174,186,203,215,218,271,272,326,372,420,427–429,453,525,539,595,600,633]. There-
fore, as Section 8.2.1 discusses, there is signicant opportunity for improving overall system
performance by reducing the memory access latency [89, 91, 197, 293, 294, 326, 343, 345, 346,
390, 586, 620, 627]. In this section, we study how techniques for reducing the access latency of
commodity DRAM chips rely on making assumptions about DRAM reliability characteristics.
Then, we argue that the need for these assumptions (and the lack of transparency in DRAM
to allow them) discourages system designers from adopting the latency reduction techniques.

8.6.1 Adapting Commodity DRAM Chips

Strategies for improving the access latency of commodity DRAM chips rely on manipulating
DRAM commands and/or access timings to either (1) eliminate conservative timing margins
that DRAMmanufacturers use to account for worst-case operation [89,91,125,131,197,294,343,
390, 525, 620]; or (2) exploit undened DRAM chip behavior to perform benecial operations
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(e.g., performing massively-parallel computations within DRAM rows [159, 187, 451, 513–517,
519], generating random values [296,452,550] or unique chip identiers [195,295,506,551,617]).

In both cases, new DRAM access timings must be determined that ensure the desired oper-
ation can be performed predictably and reliably under all conditions. To identify these access
timings, prior works [89–91,94,125,159,164,199,295,296,343,344,452,552] perform extensive
experimental characterization studies across many DRAM chips. These studies account for
three primary sources of variation that aect the access timings of a given memory location.
First, process variation introduces random variations between DRAM chip components (e.g.,
cells, rows, columns). Second, a manufacturer’s particular circuit design introduces structural
variation (called design-induced variation [346]) that deterministically aects access timings
based on a component’s location in the overall DRAM design (e.g., cells along the same bit-
line [294], cells at the borders of internal storage arrays [346]). Third, the charge level of a
DRAM cell varies over time due to leakage and the eects of DRAM accesses [197, 525]. Ex-
perimentally determining the new predictable and reliable access timings requires properly
accounting for all three sources of variation under all operating conditions.

8.6.2 Lack of Transparency in Commodity DRAM

Unfortunately, determining new viable access timings requires developing and executing a
reliable testing methodology, which in turn requires making similar assumptions to those dis-
cussed for data-retention error proling in Section 8.5.2. Choosing runtime (e.g., data and
access patterns) and environmental (e.g., temperature, voltage) testing conditions in a mean-

ingful way requires some understanding of the error mechanisms involved in timing-related
errors [285], including (but not limited to) aspects of the circuit design, such as internal sub-
structure dimensions (e.g., subarray sizing) [294, 346], the correspondence between logical
DRAM bus addresses and physical cell locations [91,283,343], and the order of rows refreshed
by each auto-refresh operation [525]. A system designer is discouraged from exploring im-
provements to the commodity DRAM access latency without trustworthy access to this infor-
mation.

8.7 Study 4: RowHammer Mitigation

Many promising proposals exist for adding RowHammer defenses to commodity DRAM chips
(discussed in Section 8.2.1), but their potential for adoption is hampered by system designers’
lack of visibility into how the underlying errormechanism behaves. In this section, we examine
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the various assumptions that RowHammer defense proposals rely upon and argue that these
assumptions pose serious barriers for practical adoption.

8.7.1 Adapting Commodity DRAM Chips

To eectively mitigate RowHammer bit ips, a mitigation mechanism must be congured
based on the vulnerability level of a given DRAM chip. This requires estimating the chip’s
RowHammer error characteristics for dierent operating conditions and access patterns. Each
of the four mechanism types introduced in Section 8.2.1 requires estimating dierent charac-
teristics. Table 8.1 summarizes the dierent pieces of information required for each mitigation
type. The rst is known as HCrst [297, 455] or RowHammer Threshold [55, 312, 605], which
describes the worst-case number of RowHammer memory accesses required to induce a bit-
ip. The second is known as the blast radius [297, 312], which describes how many rows are
aected by hammering a single row. The third is the DRAM’s internal physical row address
mapping [312, 315], which is necessary to identify the locations of victim rows.

Required Information
Strategy HCrst Blast Radius Row Mapping
Access-Agnostic 3

Proactive 3 3

Physically Isolating 3 3 3

Reactive 3 3 3

Table 8.1: Information needed by each of the four RowHammer-mitigation strategies.

All three RowHammer error characteristics vary between DRAM manufacturers, chips,
and cells based on a combination of random process variation, a manufacturers’ particular cir-
cuit design (including yield-management techniques such as post-manufacturing repair, target
row refresh, and error correcting codes), and operating conditions such as temperature and
voltage [147, 297, 312, 365, 455, 459, 460, 603, 618]. Therefore, as with estimating DRAM refresh
and access timings (discussed in Sections 8.5.2 and 8.6.2), these studies rely on extensive exper-
imental testing to estimate RowHammer error characteristics that are needed to design and/or
congure the RowHammer defenses discussed in Section 8.2.1.

8.7.2 Lack of Transparency in Commodity DRAM

We observe that all previously-proposed RowHammer mitigation mechanisms require accu-
rately estimating RowHammer error characteristics throughout all valid operating conditions.
In particular, every mechanism must be tuned against at least HCrst in order to eectively
prevent RowHammer. Prior works [374, 479, 504] make the same observation, discussing the
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diculty in practically determining and relying on this information without support from
DRAM manufacturers.

Therefore, a security-focused system designer who wants to implement or build upon one
of the many previously-proposed system-level RowHammer defense mechanisms (discussed
in Section 8.2.1) is limited by the same information access challenges as discussed in Sec-
tion 8.3.2: because neither the error characteristics they need nor the methods to obtain them
are provided by ocial sources, the system designer must rely on other means to obtain the
necessary information. As a result, the system designer is likely discouraged from exploring
designs that address RowHammer errors in commodity DRAM chips altogether.

8.8 Current DRAM Standards as the Problem

Based on our case studies, we conclude that reliance on information about DRAM reliability
characteristics poses a serious challenge for optimizing how commodity DRAM is used. In
this section, we hypothesize that the unavailability of information related to DRAM reliability
is caused by a lack of transparency within DRAM standards which provide control over, but
not insight into, DRAM operations. We identify DRAM standards as both (1) the root cause of
having to make assumptions about DRAM reliability (as standards are currently dened) and
(2) the pathway to a solution for alleviating the need for such assumptions (by incorporating
DRAM reliability as a key concern).

8.8.1 The Problem of Information Unavailability

In each case study throughout Sections 8.4–8.7, we observe that optimizing commodity DRAM
chips for key system design concerns requires knowing information about DRAM reliability.
This is unsurprising because reliability is central to each case study’s approach: each study
improves system-level metrics (e.g., reliability, energy-eciency, performance, security) by
leveraging key properties of one or more error mechanisms (e.g., spatiotemporal dependence
of errors due to circuit timing violations [91, 294, 346], the localized nature of RowHammer
errors [71, 297, 312, 325, 567]). Therefore, identifying the best operating point requires at least
a basic understanding of how the error mechanisms themselves behave under representative
operating conditions.

Recent works [479, 504] discuss the pitfalls of designing defense mechanisms that rely on
knowledge of how RowHammer errors behave (e.g., HCrst, dependence on a chip’s internal
cell organization), calling into question the practicality of accurately determining these details
given an arbitrary DRAM chip. Knowing or determining this information is essential to guar-
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antee protection against RowHammer. However, determining it without guidance fromDRAM
manufacturers requires per-chip testing and/or reverse-engineering that relies on the accuracy
of the underlying testing methodology used, which itself relies on knowledge of DRAM chip
details that likely needs to be assumed or inferred (as discussed in Sections 8.3 and 8.7.2).

As a result, a system designer who wants to adapt commodity DRAM for their design re-
quirements today is forced to make design and/or mechanism conguration decisions based
upon assumptions or inferences from unocial sources (e.g., self-designed experimental stud-
ies [89–91, 94, 125, 159, 164, 199, 294–296, 312, 343, 344, 346, 369, 452, 550–552]). Unfortunately,
even a system designer willing to spend signicant resources on such adaptations (e.g., to
enhance system reliability, performance, security, etc.) may be discouraged by the underlying
dependence on untrustworthy information. In the worst case, the designer may judge all adap-
tations to be impractical without a trustworthy understanding of a DRAM chip. We conclude
that the lack of information transparency today discourages system designers from exploring
alternative designs that have been shown to provide tangible benets.

8.8.2 Limitations of DRAM Standards

Current DRAM standards do not address general reliability characteristics because commod-
ity DRAM is designed for a xed, high-reliability operating point such that the typical con-
sumer can largely ignore errors. This follows directly from the separation-of-concerns be-
tween system and DRAM designers: current DRAM standards place most of the burden of
addressing DRAM reliability challenges (e.g., worsening error rates with continued technol-
ogy scaling [276, 405, 420]) on DRAM manufacturers alone.10

We believe that this state of aairs arises naturally because establishing a strict separa-
tion of concerns requires a clear and explicit interface between manufacturers and customers.
Consequently, ensuring that the standards leave enough exibility for diverse customer use-
cases requires careful and explicit attention. This is because the standards are susceptible to
abstraction inversion [47], a design anti-pattern in which a previously agreed-upon interface
becomes an obstacle, forcing system designers to re-implement basic functionality in terms
of the outdated abstraction. A rigid interface limits what is and is not possible, potentially
requiring unproductive reverse-engineering to work around.

We argue that needing to make assumptions in order to adapt commodity DRAM to
system-specic goals clearly indicates abstraction inversion today. This implies that DRAM
standards have agedwithout sucient attention to exibility. Although a xed operating point

10High-reliability systems may supplement DRAM chips’ base reliability with additional error-mitigation
mechanisms, as discussed in Section 8.2.1.
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denes a clear interface, we believe that leaving room for (and potentially even encouraging)
dierent operating points is essential today.

8.9 DRAM Standards as the Solution

We believe that the separation of concerns provided by DRAM standards is necessary for prac-
ticality because it enables DRAM manufacturers and system designers to focus on designing
the best possible products within their respective areas of expertise. However, we argue that
the separation must be crafted in a way that not only does not impede progress, but ideally en-
courages and aids it. To achieve both goals, we propose extending DRAM standards in a way
that enables system designers to make informed decisions about how their design choices
will aect DRAM operation. In other words, instead of modifying DRAM designs, we advocate
modifying standards to facilitate transparency of DRAM reliability characteristics. Armedwith
this information, system designers can freely explore how to best use commodity DRAM chips
to solve their own design challenges while preserving the separation of concerns that allows
DRAM designers to focus on building the best possible standards-compliant DRAM chips.

8.9.1 Choosing Information to Release

We identify what information to release using our analysis of information ow in Section 8.3.
We observe that, given the information at any node in Figure 8.2, system designers can work
to determine the information at each of its child nodes. As a result, access to trustworthy
information at any node provides system designers with a foundation tomake informed design
decisions. Therefore, we recommend that the DRAM industry be free to release information
at at least one node of their choice that they are willing and capable of doing so. This section
examines realistic possibilities for communicating information at each node of the owchart.

Basic Design Characteristics

At the lowest level, DRAM manufacturers could provide basic chip design characteristics that
allow system designers to develop their own test methodologies and error models. This is the
most general and exible approach because it places no limitations on what types of stud-
ies system designers may pursue (e.g., in contrast to providing information that is useful for
reasoning about only one particular error mechanism). Table 8.2 gives examples of key de-
sign characteristics that prior works often make assumptions about in their own eorts to
optimize commodity DRAM usage. For each design characteristic, we list prior works that
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Design Characteristic Reverse-Engineered By Use-Case(s) Relying on Knowing the Characteristic

Cell charge encoding convention
(i.e., true- and anti-cell layout)

Testing [327, 369, 467, 468] Data-retention error modeling and testing for mitigating refresh
overheads (e.g., designing worst-case test patterns) [285, 327, 369]

On-die ECC details Modeling and
testing [466, 467]

Improving reliability (e.g., designing ECC within the memory
controller) [88, 119, 177, 538], mitigating RowHammer [115, 198, 243, 297]

Target row refresh (TRR) details Testing [154, 198] Modeling and mitigating RowHammer [154, 198, 243]
Mapping between internal and
external row addresses

Testing [51, 267, 297, 346,
555, 583] Mitigating RowHammer [51, 267, 297, 312]

Row addresses refreshed by each
refresh operation Testing [198] Mitigating RowHammer [198], improving access timings [525, 586]

Substructure organization (e.g.,
cell array dimensions)

Modeling [346] and
testing [91, 294, 346] Improving DRAM access timings [91, 294, 346]

Analytical model parameters
(e.g., bitline capacitance)

Modeling and
testing [191, 369]

Error models for reliability [362], data-retention [123, 191, 491, 526],
latency-related errors [346], and RowHammer [460, 577]

Table 8.2: Basic DRAM chip design characteristics that are typically assumed or inferred for
experimental studies.

reverse-engineer the characteristic and describe use-cases that rely on knowledge of the char-
acteristics.

We believe that releasing these characteristics will minimally (if at all) impact DRAMman-
ufacturer’s business interests given that each of the characteristics can be reverse-engineered
with existing methods (as shown by Table 8.2, Column 2) and access to appropriate tools, as
demonstrated by prior studies [51, 91, 147, 154, 191, 198, 267, 282, 294, 297, 312, 327, 346, 369, 415,
466–468,583]. Releasing this information in an ocial capacity simply conrmswhat is already
suspected, providing a competitor with no more information about a given DRAM chip than
they already had available. On the other hand, knowing this information empowers system
designers and enables them to condently design and implement system-level optimizations,
beneting both designers and manufacturers in the long run (as discussed in Section 8.2).

Test Methodologies

At a level of abstraction beyond chip design details, DRAM manufacturers could describe ef-
fective test methodologies that system designers can use to study the particular aspects of
DRAM reliability they are interested in. Compared with providing chip design characteristics,
directly providing test methodologies absolves (1) manufacturers from needing to reveal chip
design information; and (2) system designers from needing the DRAM-related expertise to de-
termine the test methodologies from chip design characteristics.11 As a drawback, providing
test methodologies alone limits system designers to working with only the particular error
mechanisms that the methodologies are designed for (e.g., data-retention, RowHammer). Ta-

11We believe that interested parties already have such expertise, as shown by the fact that many studies [51,91,
147,154,191,198,267,282,294,297,312,327,346,369,415,466–468,583] determine the necessary test methodologies
through extensive experimentation.
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ble 8.3 summarizes key aspects of testing methodologies that prior works generally need to
assume throughout the course of their testing.

Test Parameter Description

Data pattern Data pattern that maximizes the chance of errors occurring [68, 113, 114, 140,
198, 243, 282, 294, 297, 312, 327, 369, 415, 415, 455, 468, 555, 589]

Environmental
conditions

Temperature and voltage that lead to worst-case
behavior [191, 296, 369, 455, 459, 510, 580, 589, 606, 608]

Test algorithm Sequence of representative and/or worst-case DRAM operations to
test [113, 198, 243, 295, 296, 312, 343, 369, 500]

Table 8.3: Testing parameters that are typically assumed or inferred during experimental
studies.

Test Results and/or Error Models

At the highest level of abstraction, DRAM manufacturers can directly provide test results
and/or error models related to specic studies needed by system designers. This could take the
form of parametric error models (e.g., the statistical relationship between operating timings
and error rates) along with parameter values for each chip, ne-granularity error character-
istics (e.g., per-column minimum viable access timings) and/or summary statistics of interest
(e.g.,HCrst in studies pertaining to RowHammer). In this way, system designers can constrain
(or entirely bypass) testing when developing mechanisms using the provided information. As
a drawback, directly releasing test results and/or error models constrains system designers to
developing solutions only for those design concerns that pertain to the released information.
Table 8.4 provides examples of key test results and error models that prior works leverage in
order to implement optimizations to commodity DRAM.

Test Result or Error Model Description

Data-retention times Minimum refresh rate required for dierent DRAM regions
(e.g., rows, cells) [282, 284, 299, 366, 369, 370, 434]

Error prole List of cells susceptible to errors (e.g., VRT [282, 369, 480],
latency-related [89, 91, 294–296])

Error rate summary statistics
Aggregate error rates (e.g., BER [276, 369, 467, 468, 589],
FIT [359, 510, 579]), distribution parameters (e.g., copula [526],
lognormal [190, 191, 362], exponential [329, 370])

RowHammer blast radius Maximum number of rows aected by hammering one or more
row(s) [297, 312, 374, 577, 603, 605]

HCrst or RowHammer
Threshold

Minimum number of RowHammer accesses required to induce
bit-ips [55, 297, 312, 455, 605]

Table 8.4: Examples of key test results and error models from prior works that study and/or
optimize commodity DRAM.



CHAPTER 8. A CASE FOR TRANSPARENT RELIABILITY IN DRAM SYSTEMS 172

8.9.2 Choosing When to Release the Information

We expect that releasing information by changing DRAM standards will be a slow process due
to the need for consensus between DRAM stakeholders. Instead, we propose decoupling the
release of information from the requirement to do so. To this end, we recommend a practical
two-step process with dierent approaches in the short- and long-term.

Step 1: Immediate Disclosure of Information

We recommend two independent approaches to quickly release information in the short-term.
First, we recommend a public crowdsourced database that aggregates already-known infor-
mation, e.g., inferred through reverse-engineering studies. We believe this is practical given
the signicant research and industry interest in optimizing how commodity DRAM chips are
used. Such a database would provide an opportunity for peer review of posted information,
increasing the likelihood that the information is trustworthy. In the long run, we believe such a
database would facilitate information release from DRAM manufacturers themselves because
the manufacturers could simply validate database information, if not contribute directly.

Second, we recommend that commodity DRAM manufacturers individually release one
or more of the aforementioned categories of information for current DRAM chips and those
already in the eld. For example, manufacturers may update chip datasheets to incorporate rel-
evant design characteristics or make more extensive information available online (e.g., similar
to how some manufacturers already provide compliance documents and functional simula-
tion models through their websites [234,235,402]). Releasing any of the information described
throughout Section 8.9.1 requires no changes to DRAM designs or standards, though modi-
fying DRAM standards (e.g., via an addendum, as we suggest in Step 2) would help unify the
information release across all manufacturers. However, in the short term, we believe it is more
important to release the information, even if not standardized, so that it is available as soon
as possible.

Step 2: Explicit DRAM Reliability Standards

In the long term, we recommend DRAM standards be modied to promote (or even require)
DRAM manufacturers to disclose any information that impacts DRAM reliability as relevant
to a system designer. This information may include any or all of the information discussed
throughout this work; we believe that the DRAM stakeholders themselves (i.e., DRAM man-
ufacturers and system designers) are in a good position to determine and standardize which
information is the most relevant and useful to regulate.
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As a concrete example of how such changes to standards may occur, we reference test
methodologies [247, 248] and error models [252] that JEDEC provides for NAND ash mem-
ory endurance [74,75,78], including oating-gate data retention [81,83,379,380] and threshold
voltage distributions [79, 80, 82, 378]. These documents outline standardized best practices for
studying and characterizing endurance properties of SSD devices. We envision analogous doc-
uments released for key DRAM error mechanisms (e.g., data-retention, access-timing-related,
RowHammer), providing a standardized and reliable alternative to inferring the same infor-
mation through unocial channels.

8.9.3 Alternative Futures

We anticipate consumer use-cases to continue diversifying, making aordable-yet-exible
DRAM increasingly important. Ambitious initiatives such as DRAM-system co-design [312,
421, 425, 429, 471] and emerging, non-traditional DRAM architectures [17, 135, 173, 174, 200,
333,356,424,425,445,453] will naturally engender transparency by tightening the relationship
between DRAM manufacturers and system designers. Regardless of the underlying motiva-
tion, we believe that increased transparency of DRAM reliability characteristics will remain
crucial to allowing system designers to make the best use of commodity DRAM chips by en-
abling them to customize DRAM chips for system-level goals.

8.10 Conclusion

We contend that system designers lack the necessary transparency into DRAM reliability to
make informed decisions about how their design choices will aect DRAM operation. With-
out this transparency, system designers are discouraged from exploring the full design space
around commodity DRAM, wasting considerable potential for system-level optimization in
meeting the particular needs of their systems. We support our argument with four case stud-
ies that each examine an important design concern in modern DRAM-based systems: (1) im-
proving DRAM reliability; (2) mitigating DRAM refresh overheads; (3) decreasing the DRAM
access latency; and (4) defending against RowHammer. For each case study, we argue that de-
veloping an eective system-level solution requires making restrictive, potentially incorrect
assumptions about DRAM reliability characteristics. Based on our studies, we identify DRAM
standards as the source of the problem: current standards enforce a xed operating point with-
out providing the context necessary to enable safe operation outside that point. To overcome
this problem, we introduce a two-step approach that modies DRAM standards to incorporate
transparency of key reliability characteristics. We believe that our work paves the way for a
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more open and exible DRAM standard that enables DRAM consumers to better adapt and
build upon commodity DRAM technology while allowing DRAM manufacturers to preserve
their competitive edge. As a result, our work enables better innovation of customized DRAM
systems to fully harness the advantages of DRAM technology into the future.

8.A DRAM Trends Survey

We survey manufacturer-recommended DRAM operating parameters as specied in commod-
ity DRAM chip datasheets in order to understand how the parameters have evolved over time.
We extract values from 58 independent DRAM chip datasheets from across 19 dierent DRAM
manufacturers with datasheet publishing dates between 1970 and 2021. Appendix 8.B lists each
datasheet and the details of the DRAM chip that it corresponds to. We openly release our full
dataset on GitHub [2], which provides a spreadsheet with all of the raw data used in this paper,
including each timing and current parameter value, and additional elds (e.g., clock frequen-
cies, package pin counts, remaining IDD values) that are not presented here.

8.A.1 DRAM Access Timing Trends

We survey the evolution of the following four DRAM timing parameters that are directly re-
lated to DRAM chip performance.

• tRCD: time between issuing a row command (i.e., row activation) and a column com-
mand (e.g., read) to the row.

• CAS Latency (or tAA): time between issuing an access to a given column address and the
data being ready to access.

• tRAS: time between issuing a row command (i.e., row activation) and a precharge com-
mand.

• tRC: time between accessing two dierent rows.

Figure 8.3 shows how key DRAM timing parameters have evolved across DRAM chips of dif-
ferent years (top) and capacities (bottom). Timing values are shown in log scale to better dis-
tinguish small values in newer DRAM chips. Each type of marker illustrates DRAM chips of
dierent DRAM standards.

We make three qualitative observations. First, while all four DRAM timing values have
roughly decreased over time, improvements have been relatively stagnant for the last two
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Figure 8.3: Evolution of four key DRAM timing parameters (shown in log scale) across years
(top) and chip capacities (bottom) separated by DRAM standard.

decades (note the logarithmic Y-axis). The bulk of the improvement in timing parameter values
occurred during the period of asynchronous DRAM, and following the introduction of SDRAM
and DDRn DRAM chips, little to no improvements have been made despite, or possibly as a
result of, continual increases in overall chip storage density. Second, CAS latency and tRCD
converged to roughly the same values following the introduction of synchronous DRAM. We
hypothesize that this is because similar factors aect the latency of these operations, including
a long command and data communication latency between the external DRAM bus and the
internal storage array [279]. Third, the DDR5 data points appear to worsen relative to previous
DDRn points. However, we believe this might be because DDR5 chips are new at the time of
writing this article and have not yet been fully optimized (e.g., through die revisions and other
process improvements).

To quantify the changes in access timings, we aggregate the data points from Figure 8.3
by three dierent categories: time, DRAM standard, and chip capacity. Figure 8.4, shows
the minimum, median, and maximum of the timing parameter values (in log scale) for
each 5-year period (top) and DRAM standard (bottom). The data shows that the median
tRCD/CAS Latency/tRAS/tRC reduced by 2.66/3.11/2.89/2.89% per year on average between
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1970 and 2000 but only 0.81/0.97/1.33/1.53% between 2000 and 201512 for an overall decrease
of 1.83/2.10/1.99/2.00% between 1970 and 2015.
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Figure 8.4: Evolution of the minimum, median, and maximum values of key DRAM timing
parameters (shown in log scale) for each 5-year period (top) and DRAM standard (bottom).

Figure 8.5 shows the minimum, median, and maximum of the timing parameter values (in
log scale) grouped by DRAM chip storage capacity.13 We nd that the timings follow similar
trends as in Figure 8.4 because higher-capacity DRAM chips are typically introduced more
recently and follow newer DRAM standards.

8.A.2 Current Consumption Trends

We review the evolution of the following key DRAM current consumption measurements,
which are standardized by JEDEC and are provided by manufacturers in their datasheets.

12We omit the 2020 data point because 2020 shows a regression in CAS latency due to rst-generation DDR5
chips, which we believe is not representative because of its immature technology.

13We omit tRCD and tRAS for the 1 Kib chips because they do not use a row address strobe (RAS) signal.
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Figure 8.5: Evolution of the minimum, median, and maximum values of key DRAM timing
parameters (shown in log scale) grouped by DRAM chip storage capacity.

• IDD0: current consumption with continuous row activation and precharge commands
issued to only one bank.

• IDD4R: current consumption when issuing back-to-back read operations to all banks.

• IDD5B: current consumption when issuing continuous burst refresh operations.

Figure 8.6 shows howkeyDRAMcurrent consumption values (in log scale) have evolved across
DRAM chips of dierent years (top) and capacities (bottom). We use dierent markers to show
data points from chips of dierent DRAM standards.We qualitatively observe that current con-
sumption increased exponentially up until approximately the year 2000, which is about the
time at which improvements in access timings slowed down (as seen in Figure 8.3). After this
point, dierent current consumption measurements diverged as IDD0 values decreased while
IDD4R and IDD5B stabilized or increased. We explain this behavior by a change in the way
DRAM chips were refreshed as DRAM capacities continued to increase. Earlier DRAM chips
refreshed rows using individual row accesses (e.g., RAS-only refresh), which result in compa-
rable behavior for access and refresh operations. In contrast, newer DRAM chips aggressively
refresh multiple rows per refresh operation (e.g., burst refresh), which dierentiates refresh
operations from normal row accesses [48, 49, 418].

We quantify the current consumption values by aggregating the data points from Figure 8.6
by time and DRAM standard. Figure 8.7 shows the minimum, median, andmaximum values (in
log scale) across each 5-year period (top) and DRAM standard (bottom). The data shows that
the median IDD0/IDD4R/IDD5B increased by 12.22/20.91/26.97% per year on average between
1970 and 2000 but decreased by 4.62/1.00/0.13% between 2000 and 201514 for an overall increase
of 0.96/11.5/17.5% between 1970 and 2015.

14Similar to Section 8.A.1, we omit the 2020 data point because the rst-generation DDR5 chips exhibit outlying
data values (e.g., no data reported for IDD5B in the datasheets).
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Figure 8.6: Evolution of key DRAM current consumption values (shown in log scale) across
years (top) and chip capacities (bottom) separated by DRAM standard.

8.A.3 Relationship Between Timings and Currents

Finally, we examine the high-level relationship between the timing parameter and current con-
sumption values. We nd that the two are generally inversely related, which follows from the
general principle that faster DRAM chips (i.e., lower timing parameters) require more power
(i.e., increased current consumption values). Figure 8.8 illustrates this relationship for the four
timing parameters studied in Section 8.A.1 relative to IDD4R (i.e., the current consumption of
read operations).

8.A.4 DRAM Refresh Timing Trends

DRAM refresh is governed by two key timing parameters:

• tREFI (refresh interval): time between consecutive refresh commands sent by the mem-
ory controller.

• tRFC: duration of a single refresh command.

Figure 8.9 shows how tREFI (left y-axis) and tRFC (right y-axis) evolved across the DRAM chips
in our study. We group chips by storage capacity because DRAM refresh timings are closely
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Figure 8.7: Evolution of the minimum, median, and maximum of key DRAM current con-
sumption value (shown in log scale) for each 5-year period (top) and DRAM standard (bot-
tom).

related to capacity: higher-capacity chips using the same technology require more time or
more refresh operations to fully refresh. The error bars show the minimum and maximum
values observed across all chips for any given chip capacity.

We make three observations. First, tREFI is shorter for higher-capacity DRAM chips (e.g.,
62.5 `s for an asynchronous 1 Kib chip versus 3.9 `s for a 16 Gib DDR5 chip). This is consistent
with the fact that higher-capacity chips require more frequent refreshing. Second, tRFC rst
decreases with chip capacity (e.g., 900 ns for an asynchronous 1 Kib chip versus 54 ns for a
32Mib SDRAM chip) but then increases (e.g., to 350 ns for a 16 Gib DDR4 chip). This is because
rapid improvements in row access times (and therefore refresh timings) initially outpaced the
increase in storage capacity. However, starting around 512 Mib chip sizes, row access times
improved much more slowly (as observed in Section 8.A.1) while storage capacity continued
to increase. Third, the variation in tRFC across chips of each capacity (illustrated using the
error bars) decreased for higher-capacity chips. This is because higher-capacity chips follow
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Figure 8.9: Evolution of tREFI (left y-axis) and tRFC (right y-axis) across DRAM chips of in-
creasing storage capacity.

more recent DRAM standards (i.e., DDRn), which standardize DRAM auto refresh timings. In
contrast, older DRAM chips were simply refreshed as quickly as their rows could be accessed
(e.g., every tRC using RAS-only refresh).

Figure 8.10 shows the refresh penalty [48, 49], which is dened as the ratio between tRFC
and tREFI, for DRAM chips of dierent storage capacities. The refresh penalty represents
the average time that a DRAM rank (or bank) is unavailable for access due to refresh op-
erations [48, 49, 104, 544, 624]. We observe that the refresh penalty exhibits a similar trend to
tRFC: the refresh penalty worsens from a median of 1.04% for 1 Kib chips to 2.05% for 16 Kib
chips, then improves to 0.43% for 128 Mib chips, and nally worsens to a median of 4.48%
(worst-case of 7.56% for DDR5 chips) for 16 Gib chips.

This non-monotonic trend is due to the relative improvements in DRAM access times and
storage capacities: DRAM capacities consistently improved while DRAM access times did so
only for older, lower-capacity chips (e.g., ≤ 128 Mib chips). This is consistent with trends
observed in prior work [59, 92, 370, 431, 443, 480], which expect that future, higher-capacity
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Figure 8.10: Refresh penalty (computed as the ratio between tRFC and tREFI) for DRAM chips
of dierent storage capacities.

DRAM chips will spend an even larger proportion of time refreshing unless the DRAM refresh
algorithm and techniques can be improved.
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8.B Survey Data Sources

Table 8.5 itemizes the 58 DRAM datasheets used for our survey in Appendix 8.A. For each
datasheet, we show the DRAM chip manufacturer, model number, DRAM standard, year, and
capacity. Our full dataset is available online [2].

Year Manufacturer Model Number Datasheet Source DRAM Standard Capacity per Chip (Kib)
1970 Intel 1103 [S1] Asynchronous 1
1971 Mostek MK4006 [S2] Asynchronous 1
1973 Mostek MK4096 [S3] Asynchronous 4
1976 Mostek MK4027 [S4] PM 4
1976 Mostek MK4116P [S5] PM 16
1978 Fairchild F4116 [S6] PM 16
1979 Intel 2118 [S7] PM 16
1981 Mitsubishi M5K4164ANP [S8] PM 64
1982 Mostek MK4564 [S9] PM 64
1984 NTE NTE4164 [S10] PM 64
1984 Texas Instruments TMS4416 [S11] PM 64
1985 Mitsubishi M5M4256P [S12] PM 256
1987 Samsung KM41464A [S13] PM 256
1987 Texas Instruments TMS4464 [S14] PM 256
1989 Texas Instruments SMJ4464 [S15] PM 256
1990 Intel 21256 [S16] PM 256
1991 Mitsubishi M5M44100 [S17] FPM 4096
1993 Mitsubishi M5M44256B [S18] FPM 1024
1993 Mosel Vitelic V404J8 [S19] FPM 8192
1995 Siemens HYB511000BJ [S20] FPM 1024
1997 Hyundai HY5118164B [S21] EDO 16384
1997 Samsung KM48S2020CT [S22] SDRAM 16384
1998 Micron MT48LC4M4A1 [S23] SDRAM 16384
1998 Mosel Vitelic V53C808H [S24] EDO 8192
1998 Siemens HYB39S16400 [S25] SDRAM 16384
1999 Samsung K4S160822D [S26] SDRAM 16384
1999 Samsung K4S561632A [S27] SDRAM 262144
2000 Amic A416316B [S28] FPM 1024
2000 ISSI IS41LV32256 [S29] EDO 8192
2000 Samsung K4D623237A5 [S30] DDR 65536
2001 Alliance AS4C256K16E0 [S31] EDO 4096
2001 Alliance AS4C4M4FOQ [S32] FPM 16384
2001 ISSI IS41C4400X [S33] EDO 16384
2001 Micron MT46V2M32 [S34] DDR 65536
2001 Micron MT46V32M4 [S35] DDR 131072
2001 Mosel Vitelic V58C265164S [S36] DDR 65536
2001 TM Tech T224160B [S37] FPM 4096
2003 Micron MT46V64M4 [S38] DDR 262144
2003 Samsung K4S560432E [S39] SDRAM 262144
2005 Amic A43L0632 [S40] SDRAM 32768
2006 Elite M52S32321A [S41] SDRAM 32768
2006 ISSI IS42S81600B [S42] SDRAM 131072
2006 Sasmung K4T51043QC [S43] DDR2 524288
2007 Micron MT47H256M4 [S44] DDR2 1048576
2010 Samsung K4B4G0446A [S45] DDR3 4194304
2011 Hynix H5TQ4G43MFR [S46] DDR3 4194304
2011 Nanya NT5CB512M [S47] DDR3 2097152
2013 Samsung K4B4G0446A [S48] DDR3 4194304
2015 Micron MT40A2G [S49] DDR4 8388608
2016 Hynix H5AN4G4NAFR [S50] DDR4 4194304
2016 Samsung K4A8G165WC [S51] DDR4 8388608
2017 Hynix H5AN8G4NAFR [S52] DDR4 8388608
2018 Micron MT40A [S53] DDR4 16777216
2019 Hynix H5AN8G4NCJR [S54] DDR4 8388608
2019 Samsung K4AAG045WA [S55] DDR4 16777216
2020 Samsung K4AAG085WA [S56] DDR4 16777216
2021 Hynix HMCG66MEB [S57] DDR5 16777216
2021 Micron MT60B1G16 [S58] DDR5 16777216

Table 8.5: List of DRAM chip datasheets used in our DRAM trends survey.
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[S1] Intel, “1103,” http://www.decadecounter.com/vta/pdf/Intel%20Memory%20Design%
20Handbook%20[1973-08].pdf, 1970.
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[S3] Mostek, “MK4096,” https://console5.com/techwiki/images/0/04/MK4096.pdf, 1973.

[S4] Mostek, “MK4027,” https://console5.com/techwiki/images/d/df/MK4027.pdf, 1976.
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jZ-6epTng, 1979.

[S8] Mitsubishi, “M5K4164ANP,” https://datasheetspdf.com/pdf-le/1110696/Mitsubishi
/M5K4164ANP-15/1, 1981.

[S9] Mostek, “MK4564,” http://www.minuszerodegrees.net/memory/4164/datasheet_MK4
564-15_and_MK4564-20.pdf, 1982.

[S10] NTE, “NTE4164,” http://www.farnell.com/datasheets/1905614.pdf, 1984.

[S11] Texas Instruments, “TMS4416,” http://pdf.datasheetcatalog.com/datasheets2/81/8174
26_1.pdf, 1984.

[S12] Mitsubishi, “M5M4256P,” http://bitsavers.trailing-edge.com/components/mitsubishi/
_dataBooks/1985_Mitsubishi_IC_Memories.pdf, 1985.

183

http://www.decadecounter.com/vta/pdf/Intel%20Memory%20Design%20Handbook%20[1973-08].pdf
http://www.decadecounter.com/vta/pdf/Intel%20Memory%20Design%20Handbook%20[1973-08].pdf
https://usermanual.wiki/Pdf/1974MostekIntegratedCircuitGuide.1468557856/view
https://usermanual.wiki/Pdf/1974MostekIntegratedCircuitGuide.1468557856/view
https://console5.com/techwiki/images/0/04/MK4096.pdf
https://console5.com/techwiki/images/d/df/MK4027.pdf
https://console5.com/techwiki/images/8/85/MK4116.pdf
http://minuszerodegrees.net/memory/4116/datasheet_F4116.pdf
https://drive.google.com/file/d/0B9rh9tVI0J5mNDkwZGEwM2QtMzYzNC00YjQ4LTg4NjYtOGY2ZGRkMDMxYjFm/view?resourcekey=0-vyWj--_z6lp7BjZ-6epTng
https://drive.google.com/file/d/0B9rh9tVI0J5mNDkwZGEwM2QtMzYzNC00YjQ4LTg4NjYtOGY2ZGRkMDMxYjFm/view?resourcekey=0-vyWj--_z6lp7BjZ-6epTng
https://drive.google.com/file/d/0B9rh9tVI0J5mNDkwZGEwM2QtMzYzNC00YjQ4LTg4NjYtOGY2ZGRkMDMxYjFm/view?resourcekey=0-vyWj--_z6lp7BjZ-6epTng
https://datasheetspdf.com/pdf-file/1110696/Mitsubishi/M5K4164ANP-15/1
https://datasheetspdf.com/pdf-file/1110696/Mitsubishi/M5K4164ANP-15/1
http://www.minuszerodegrees.net/memory/4164/datasheet_MK4564-15_and_MK4564-20.pdf
http://www.minuszerodegrees.net/memory/4164/datasheet_MK4564-15_and_MK4564-20.pdf
http://www.farnell.com/datasheets/1905614.pdf
http://pdf.datasheetcatalog.com/datasheets2/81/817426_1.pdf
http://pdf.datasheetcatalog.com/datasheets2/81/817426_1.pdf
http://bitsavers.trailing-edge.com/components/mitsubishi/_dataBooks/1985_Mitsubishi_IC_Memories.pdf
http://bitsavers.trailing-edge.com/components/mitsubishi/_dataBooks/1985_Mitsubishi_IC_Memories.pdf


SURVEY SOURCES 184

[S13] Samsung, “KM41464A,” https://console5.com/techwiki/images/2/24/KM41464A.pdf,
1987.

[S14] Texas Instruments, “TMS4464,” https://www.silicon-ark.co.uk/datasheets/tms4464-d
atasheet-texas-instruments.pdf, 1987.

[S15] Texas Instruments, “SMJ4464,” http://65xx.unet.bz/ds/TMS4464.pdf, 1989.

[S16] Intel, “21256,” https://drive.google.com/file/d/0B9rh9tVI0J5mMjU2MDJlNzItNWVkY
y00NWM0LThmZjEtYTkyYjE5MTQxOGI2/view?resourcekey=0-Q0K9JcVvNlgRngk
Bon8vAw, 1990.

[S17] Mitsubishi, “M5M44100,” https://www.datasheetarchive.com/pdf/download.php?id=
74e4e0a53cd85e765cc396504a798082be9621&type=O&term=M5M44100, 1991.

[S18] Mitsubishi, “M5M44256B,” https://datasheetspdf.com/pdf-le/1111257/Mitsubishi/M
5M44256BP-10/1, 1993.

[S19] Mosel Vitelic, “V404J8,” https://www.datasheetarchive.com/pdf/download.php?id=
d5e7f23416e86a5950d91ea69b37003889d50e&type=M&term=V404J8SU70, 1993.

[S20] Siemens, “HYB511000BJ,” https://datasheetspdf.com/pdf-le/381513/Siemens/HYB51
1000BJ-/1, 1995.

[S21] Hyundai, “HY5118164B,” https://www.datasheetarchive.com/pdf/download.php?id=
7413fece3e0e5dee9b73ec0bb7f6c53afd4c99&type=P&term=HY5118164B, 1997.

[S22] Samsung, “KM48S2020CT,” http://www.maxim4u.com/view_online.php?id=177783
8&file=0390\km48s2020ct-fl_3917068.pdf, 1997.

[S23] Micron, “MT48LC4M4A1,” https://www.digchip.com/datasheets/download_datashee
t.php?id=688351&part-number=MT48LC2M8A1, 1998.

[S24] Mosel Vitelic, “V53C808H,” https://www.digchip.com/datasheets/download_datash
eet.php?id=1031590&part-number=V53C808H, 1998.

[S25] Siemens, “HYB39S16400,” https://www.digchip.com/datasheets/download_datashee
t.php?id=390213&part-number=HYB39S16160AT-10, 1998.

[S26] Samsung, “K4S160822D,” http://pdf.datasheetcatalog.com/datasheet/SamsungElectr
onic/mXtvtzs.pdf, 1999.

https://console5.com/techwiki/images/2/24/KM41464A.pdf
https://www.silicon-ark.co.uk/datasheets/tms4464-datasheet-texas-instruments.pdf
https://www.silicon-ark.co.uk/datasheets/tms4464-datasheet-texas-instruments.pdf
http://65xx.unet.bz/ds/TMS4464.pdf
https://drive.google.com/file/d/0B9rh9tVI0J5mMjU2MDJlNzItNWVkYy00NWM0LThmZjEtYTkyYjE5MTQxOGI2/view?resourcekey=0-Q0K9JcVvNlgRngkBon8vAw
https://drive.google.com/file/d/0B9rh9tVI0J5mMjU2MDJlNzItNWVkYy00NWM0LThmZjEtYTkyYjE5MTQxOGI2/view?resourcekey=0-Q0K9JcVvNlgRngkBon8vAw
https://drive.google.com/file/d/0B9rh9tVI0J5mMjU2MDJlNzItNWVkYy00NWM0LThmZjEtYTkyYjE5MTQxOGI2/view?resourcekey=0-Q0K9JcVvNlgRngkBon8vAw
https://www.datasheetarchive.com/pdf/download.php?id=74e4e0a53cd85e765cc396504a798082be9621&type=O&term=M5M44100
https://www.datasheetarchive.com/pdf/download.php?id=74e4e0a53cd85e765cc396504a798082be9621&type=O&term=M5M44100
https://datasheetspdf.com/pdf-file/1111257/Mitsubishi/M5M44256BP-10/1
https://datasheetspdf.com/pdf-file/1111257/Mitsubishi/M5M44256BP-10/1
https://www.datasheetarchive.com/pdf/download.php?id=d5e7f23416e86a5950d91ea69b37003889d50e&type=M&term=V404J8SU70
https://www.datasheetarchive.com/pdf/download.php?id=d5e7f23416e86a5950d91ea69b37003889d50e&type=M&term=V404J8SU70
https://datasheetspdf.com/pdf-file/381513/Siemens/HYB511000BJ-/1
https://datasheetspdf.com/pdf-file/381513/Siemens/HYB511000BJ-/1
https://www.datasheetarchive.com/pdf/download.php?id=7413fece3e0e5dee9b73ec0bb7f6c53afd4c99&type=P&term=HY5118164B
https://www.datasheetarchive.com/pdf/download.php?id=7413fece3e0e5dee9b73ec0bb7f6c53afd4c99&type=P&term=HY5118164B
http://www.maxim4u.com/view_online.php?id=1777838&file=0390\km 48s2020ct-fl_3917068.pdf
http://www.maxim4u.com/view_online.php?id=1777838&file=0390\km 48s2020ct-fl_3917068.pdf
https://www.digchip.com/datasheets/download_datasheet.php?id=688351&part-number=MT48LC2M8A1
https://www.digchip.com/datasheets/download_datasheet.php?id=688351&part-number=MT48LC2M8A1
https://www.digchip.com/datasheets/download_datasheet.php?id=1031590&part-number=V53C808H
https://www.digchip.com/datasheets/download_datasheet.php?id=1031590&part-number=V53C808H
https://www.digchip.com/datasheets/download_datasheet.php?id=390213&part-number=HYB39S16160AT-10
https://www.digchip.com/datasheets/download_datasheet.php?id=390213&part-number=HYB39S16160AT-10
http://pdf.datasheetcatalog.com/datasheet/SamsungElectronic/mXtvtzs.pdf
http://pdf.datasheetcatalog.com/datasheet/SamsungElectronic/mXtvtzs.pdf


SURVEY SOURCES 185

[S27] Samsung, “K4S561632A,” https://www.datasheetarchive.com/pdf/download.php?id=
fd48625bbd5e92da34308233eb404f7635e593&type=M&term=K4S561632A, 1999.

[S28] Amic, “A416316B,” https://pdf1.alldatasheet.com/datasheet-pdf/view/55599/AMICC
/A416316BS-35.html, 2000.

[S29] ISSI, “IS41LV32256,” https://www.digchip.com/datasheets/download_datasheet.ph
p?id=442395&part-number=IS41LV32256, 2000.

[S30] Samsung, “K4D623237A5,” https://www.datasheetarchive.com/pdf/download.php?i
d=1ddb8613b8da9b267a1e546d9442e36e6a9d62&type=M&term=K4D623237A, 2000.

[S31] Alliance, “AS4C256K16E0,” http://www.dexsilicium.com/Alliance_AS4C256K16E0.
pdf, 2001.

[S32] Alliance, “AS4C4M4FOQ,” https://www.datasheetarchive.com/pdf/download.php?i
d=c12832d7fa384ccc466fa8f0d33d169415452d&type=P&term=409--1%252Ftds%252
B0541, 2001.

[S33] ISSI, “IS41C4400X,” https://datasheetspdf.com/pdf-le/1237264/IntegratedSiliconSol
ution/IS41LV44002/1, 2001.

[S34] Micron, “MT46V2M32,” https://datasheetspdf.com/pdf-le/534262/MicronTechnolog
y/MT46V2M32/1, 2001.

[S35] Micron, “MT46V32M4,” https://www.compel.ru/item-pdf/b6f0ed7c2d40f9dc96e3fa5
71607bc09/ps/micron~mt46v8m16.pdf, 2001.

[S36] Mosel Vitelic, “V58C265164S,” https://datasheetspdf.com/pdf-le/295988/MoselViteli
cCorp/V58C265164S/1, 2001.

[S37] TM Tech, “T224160B,” https://www.digchip.com/datasheets/download_datasheet.ph
p?id=945886&part-number=T224160B, 2001.

[S38] Micron, “MT46V64M4,” https://media-www.micron.com/-/media/client/global/doc
uments/products/data-sheet/dram/ddr1/256mb_ddr.pdf?rev=7d969af24d6d4b74a34
e427f350b1c77, 2003.

[S39] Samsung, “K4S560432E,” https://ru.datasheetbank.com/datasheet-download/429400
/1/Samsung/K4S560432E-UC75, 2003.

[S40] Amic, “A43L0632,” https://datasheetspdf.com/pdf-le/672656/AMICTechnology/A4
3L0632/1, 2005.

https://www.datasheetarchive.com/pdf/download.php?id=fd48625bbd5e92da34308233eb404f7635e593&type=M&term=K4S561632A
https://www.datasheetarchive.com/pdf/download.php?id=fd48625bbd5e92da34308233eb404f7635e593&type=M&term=K4S561632A
https://pdf1.alldatasheet.com/datasheet-pdf/view/55599/AMICC/A416316BS-35.html
https://pdf1.alldatasheet.com/datasheet-pdf/view/55599/AMICC/A416316BS-35.html
https://www.digchip.com/datasheets/download_datasheet.php?id=442395&part-number=IS41LV32256
https://www.digchip.com/datasheets/download_datasheet.php?id=442395&part-number=IS41LV32256
https://www.datasheetarchive.com/pdf/download.php?id=1ddb8613b8da9b267a1e546d9442e36e6a9d62&type=M&term=K4D623237A
https://www.datasheetarchive.com/pdf/download.php?id=1ddb8613b8da9b267a1e546d9442e36e6a9d62&type=M&term=K4D623237A
http://www.dexsilicium.com/Alliance_AS4C256K16E0.pdf
http://www.dexsilicium.com/Alliance_AS4C256K16E0.pdf
https://www.datasheetarchive.com/pdf/download.php?id=c12832d7fa384ccc466fa8f0d33d169415452d&type=P&term=409--1%252Ftds%252B0541
https://www.datasheetarchive.com/pdf/download.php?id=c12832d7fa384ccc466fa8f0d33d169415452d&type=P&term=409--1%252Ftds%252B0541
https://www.datasheetarchive.com/pdf/download.php?id=c12832d7fa384ccc466fa8f0d33d169415452d&type=P&term=409--1%252Ftds%252B0541
https://datasheetspdf.com/pdf-file/1237264/IntegratedSiliconSolution/IS41LV44002/1
https://datasheetspdf.com/pdf-file/1237264/IntegratedSiliconSolution/IS41LV44002/1
https://datasheetspdf.com/pdf-file/534262/MicronTechnology/MT46V2M32/1
https://datasheetspdf.com/pdf-file/534262/MicronTechnology/MT46V2M32/1
https://www.compel.ru/item-pdf/b6f0ed7c2d40f9dc96e3fa571607bc09/ps/micron~mt46v8m16.pdf
https://www.compel.ru/item-pdf/b6f0ed7c2d40f9dc96e3fa571607bc09/ps/micron~mt46v8m16.pdf
https://datasheetspdf.com/pdf-file/295988/MoselVitelicCorp/V58C265164S/1
https://datasheetspdf.com/pdf-file/295988/MoselVitelicCorp/V58C265164S/1
https://www.digchip.com/datasheets/download_datasheet.php?id=945886&part-number=T224160B
https://www.digchip.com/datasheets/download_datasheet.php?id=945886&part-number=T224160B
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr1/256mb_ddr.pdf?rev=7d969af24d6d4b74a34e427f350b1c77
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr1/256mb_ddr.pdf?rev=7d969af24d6d4b74a34e427f350b1c77
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr1/256mb_ddr.pdf?rev=7d969af24d6d4b74a34e427f350b1c77
https://ru.datasheetbank.com/datasheet-download/429400/1/Samsung/K4S560432E-UC75
https://ru.datasheetbank.com/datasheet-download/429400/1/Samsung/K4S560432E-UC75
https://datasheetspdf.com/pdf-file/672656/AMICTechnology/A43L0632/1
https://datasheetspdf.com/pdf-file/672656/AMICTechnology/A43L0632/1


SURVEY SOURCES 186

[S41] Elite, “M52S32321A,” http://www.farnell.com/datasheets/62304.pdf, 2006.

[S42] ISSI, “IS42S81600B,” https://datasheetspdf.com/pdf-le/591012/ISSI/IS42S81600B/1,
2006.

[S43] Sasmung, “K4T51043QC,” https://www.digchip.com/datasheets/download_datashee
t.php?id=1088989&part-number=K4T51083QC, 2006.

[S44] Micron, “MT47H256M4,” https://media-www.micron.com/-/media/client/global/doc
uments/products/data-sheet/dram/ddr2/1gb_ddr2.pdf?rev=854b480189b84d558d466
bc18efe270c, 2007.

[S45] Samsung, “K4B4G0446A,” https://www.samsung.com/semiconductor/global.semi/l
e/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf, 2010.

[S46] Hynix, “H5TQ4G43MFR,” https://pdf1.alldatasheet.com/datasheet-pdf/view/533445/
HYNIX/H5TQ4G63MFR-H9C.html, 2011.

[S47] Nanya, “NT5CB512M,” http://www.sunnyqi.com/upLoad/product/month_1308/NT
5CB256M8GN.pdf, 2011.

[S48] Samsung, “K4B4G0446A,” https://www.samsung.com/semiconductor/global.semi/l
e/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf, 2013.

[S49] Micron, “MT40A2G,” https://www.micron.com/-/media/client/global/documents/pro
ducts/data-sheet/dram/ddr4/8gb_ddr4_sdram.pdf, 2015.

[S50] Hynix, “H5AN4G4NAFR,” https://datasheetspdf.com/pdf-le/1309166/HynixSemic
onductor/H5AN4G8NAFR-xxC/1, 2016.

[S51] Samsung, “K4A8G165WC,” https://www.samsung.com/semiconductor/global.semi/
le/resource/2017/12/x16%20only_8G_C_DDR4_Samsung_Spec_Rev1.5_Apr.17.pdf,
2016.

[S52] Hynix, “H5AN8G4NAFR,” https://www.digchip.com/datasheets/download_datashee
t.php?id=217237&part-number=H5AN8G8NAFR&type=pn2, 2017.

[S53] Micron, “MT40A,” https://www.micron.com/-/media/client/global/documents/produ
cts/data-sheet/dram/ddr4/16gb_ddr4_sdram.pdf, 2018.

[S54] Hynix, “H5AN8G4NCJR,” http://www.hytic.net/upload/files/2019/10/SK%20Hynix%
20%20%20-H5AN8G4NCJR.pdf, 2019.

http://www.farnell.com/datasheets/62304.pdf
https://datasheetspdf.com/pdf-file/591012/ISSI/IS42S81600B/1
https://www.digchip.com/datasheets/download_datasheet.php?id=1088989&part-number=K4T51083QC
https://www.digchip.com/datasheets/download_datasheet.php?id=1088989&part-number=K4T51083QC
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr2/1gb_ddr2.pdf?rev=854b480189b84d558d466bc18efe270c
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr2/1gb_ddr2.pdf?rev=854b480189b84d558d466bc18efe270c
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr2/1gb_ddr2.pdf?rev=854b480189b84d558d466bc18efe270c
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf
https://pdf1.alldatasheet.com/datasheet-pdf/view/533445/HYNIX/H5TQ4G63MFR-H9C.html
https://pdf1.alldatasheet.com/datasheet-pdf/view/533445/HYNIX/H5TQ4G63MFR-H9C.html
http://www.sunnyqi.com/upLoad/product/month_1308/NT5CB256M8GN.pdf
http://www.sunnyqi.com/upLoad/product/month_1308/NT5CB256M8GN.pdf
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/11/DS_K4B4G0846D-BC_Rev123-0.pdf
https://www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr4/8gb_ddr4_sdram.pdf
https://www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr4/8gb_ddr4_sdram.pdf
https://datasheetspdf.com/pdf-file/1309166/HynixSemiconductor/H5AN4G8NAFR-xxC/1
https://datasheetspdf.com/pdf-file/1309166/HynixSemiconductor/H5AN4G8NAFR-xxC/1
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/12/x16%20only_8G_C_DDR4_Samsung_Spec_Rev1.5_Apr.17.pdf
https://www.samsung.com/semiconductor/global.semi/file/resource/2017/12/x16%20only_8G_C_DDR4_Samsung_Spec_Rev1.5_Apr.17.pdf
https://www.digchip.com/datasheets/download_datasheet.php?id=217237&part-number=H5AN8G8NAFR&type=pn2
https://www.digchip.com/datasheets/download_datasheet.php?id=217237&part-number=H5AN8G8NAFR&type=pn2
https://www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr4/16gb_ddr4_sdram.pdf
https://www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr4/16gb_ddr4_sdram.pdf
http://www.hytic.net/upload/files/2019/10/SK%20Hynix%20%20%20-H5AN8G4NCJR.pdf
http://www.hytic.net/upload/files/2019/10/SK%20Hynix%20%20%20-H5AN8G4NCJR.pdf


SURVEY SOURCES 187

[S55] Samsung, “K4AAG045WA,” https://www.memory-distributor.com/pub/media/downl
oads/datasheets/K4AAG085WA_BIxx.pdf, 2019.

[S56] Samsung, “K4AAG085WA,” https://www.memory-distributor.com/pub/media/downl
oads/datasheets/K4AAG085WA_BIxx.pdf, 2020.

[S57] Hynix, “HMCG66MEB,” https://gzhls.at/blob/ldb/b/e/5/8/5bc212f7c92604fd3737505e
e4c96014733c.pdf, 2021.

[S58] Micron, “MT60B1G16,” https://media-www.micron.com/-/media/client/global/doc
uments/products/data-sheet/dram/ddr5/16gb_ddr5_sdram_diereva.pdf?rev=c95e4a4
9184145f18e105cc41e0ee643, 2021.

https://www.memory-distributor.com/pub/media/downloads/datasheets/K4AAG085WA_BIxx.pdf
https://www.memory-distributor.com/pub/media/downloads/datasheets/K4AAG085WA_BIxx.pdf
https://www.memory-distributor.com/pub/media/downloads/datasheets/K4AAG085WA_BIxx.pdf
https://www.memory-distributor.com/pub/media/downloads/datasheets/K4AAG085WA_BIxx.pdf
https://gzhls.at/blob/ldb/b/e/5/8/5bc212f7c92604fd3737505ee4c96014733c.pdf
https://gzhls.at/blob/ldb/b/e/5/8/5bc212f7c92604fd3737505ee4c96014733c.pdf
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr5/16gb_ddr5_sdram_diereva.pdf?rev=c95e4a49184145f18e105cc41e0ee643
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr5/16gb_ddr5_sdram_diereva.pdf?rev=c95e4a49184145f18e105cc41e0ee643
https://media-www.micron.com/-/media/client/global/documents/products/data-sheet/dram/ddr5/16gb_ddr5_sdram_diereva.pdf?rev=c95e4a49184145f18e105cc41e0ee643


Chapter 9

Conclusions and Future Directions

In summary, the goal of this dissertation is twofold: (1) understand how on-die ECC obfus-
cates the raw memory error characteristics; and (2) develop new testing techniques that en-
able scientists and engineers to overcome the obfuscation. To this end, we use a combination
of analytical and experimental studies to develop a series of new testing techniques that allow
for faster, more eective error proling and recovery of the error characteristics that on-die
ECC obfuscates.

First, we perform the rst extensive error characterization study of data-retention errors
in LPDDR4 DRAM chips in order to understand how the errors occur and develop a fast and
ecient error proling algorithm. We nd that there is a complex tradeo space surrounding
data-retention error proling, where proling under dierent operating conditions can im-
prove proling runtime and coverage at the cost of incurring false positives. Based on this,
we introduce reach proling, a new data-retention error proling algorithm that searches for
errors at a longer refresh interval and/or higher temperature than the desired operating con-
ditions in order to improve proling runtime and coverage. Our evaluations show that reach
proling can improve runtime by an average of 2.5× relative to the best prior proling algo-
rithm while achieving 99% coverage with less than a 50% false positive rate.

Second, we extend our studies to DRAM chips that use on-die ECC. To understand how on-
die ECC aects DRAM data-retention error characteristics, we develop Error Inference (EIN),
a new statistical inference methodology capable of inferring details of both the on-die ECC
mechanism and the underlying raw bit errors using only the processor-visible post-correction
errors. We evaluate EIN through the rst data-retention error characterization study of DRAM
chips that use on-die ECC.We nd that EIN is able to (1) reverse-engineer the type and strength
of the on-die ECC implementation; (2) infer pre-correction data-retention error rates given
only the post-correction errors; and (3) recover the well-studied raw bit error distributions
that on-die ECC obfuscates.

188



CHAPTER 9. CONCLUSIONS AND FUTURE DIRECTIONS 189

Third, to understand exactly how on-die ECC acts upon a given raw bit error pattern, we
develop a new testingmethodology, Bit-Exact Error Recovery (BEER). BEER systematically de-
termines the full on-die ECC function (i.e., its parity-check matrix) without requiring access
to hardware tools, prerequisite knowledge about the DRAM chip or the on-die ECC mech-
anism, or ECC metadata (e.g., error syndromes, parity information). We demonstrate BEER
using 80 real LPDDR4 DRAM and evaluate its correctness and performance in simulation. We
then introduce Bit-Exact Error Proling (BEEP), the rst error proling algorithm that uses
the known on-die ECC function (e.g., via BEER) to recover the number and bit-exact locations
of the pre-correction errors that are responsible for a given post-correction error pattern.

Fourth, we study how on-die ECC operations alter the memory controller’s perspective
of memory errors in order to understand how on-die ECC impacts error proling. Based on
our study, we identify three key challenges that on-die ECC introduces, each stemming from
the fact that on-die ECC introduces statistical dependence between otherwise independent
errors. To overcome these challenges, we introduce Hybrid Active-Reactive Proling (HARP),
a new bit-granularity error proling algorithm. HARP uses small modications to the on-
die ECC read logic to enable fast and ecient error proling in the presence of on-die ECC.
Our evaluations show that HARP signicantly improves proling speed relative to baseline
proling algorithms that rely only on post-correction errors.

Finally, based on the understanding and insights we developed through the course of our
work, we argue the importance of having transparency into basic DRAM reliability charac-
teristics so that system designers can more easily implement a broad range of optimizations
for better adapting commodity DRAM chips to the particular needs of their systems. We sub-
stantiate our arguments through three case studies: (1) reducing DRAM refresh overhead; (2)
improving DRAM access latency; and (3) designing RowHammer defenses. In each study, we
highlight the lack of transparency that discourages system designers from adopting the op-
timization. We conclude by providing our recommendations for improving transparency in
current and future commodity DRAM-based systems.

9.1 Future Research Directions

Although this dissertation focuses on testing techniques to overcome on-die ECC primarily in
the context of DRAM errors, we believe that this work is applicable in a more general sense
and opens up new research directions. This section reviews promising directions for future
work.
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9.1.1 Extending the Proposed Techniques

We believe that the general principles behind each of our techniques are applicable to
other ECC designs (e.g., stronger linear block codes such as Bose-Chaudhuri-Hocquenghem
(BCH) [69, 210] and Reed-Solomon (RS) [489] codes) and architectures (e.g., rank-level ECC),
failure modes (e.g., RowHammer), and memory technologies and (e.g., NAND Flash mem-
ory [78], phase-change memory [339,340,598], magnetoresistive memory [29,632], Racetrack
memory [463]). In this section, we review several directions in which we believe our work can
be adapted to identify and address reliability challenges in other systems.

To Other ECC Schemes

Although we demonstrate EIN, BEER, and HARP in the context of DRAM on-die ECC, the
techniques we rely upon are not restricted to single-error correcting Hamming code. EIN is
broadly applicable because it only requires understanding how a given ECC mechanism will
transform the statistical characteristics of the pre-correction errors. As long as this transfor-
mation can be understood for a given ECC scheme (e.g., using simulations, as we do in our
work), EIN can be extended to deduce the nature of the ECC scheme and the pre-correction
errors it obfuscates. Similarly, BEER and HARP rely upon how the syndrome decoding pro-
cess treats uncorrectable errors. This process is not specic to Hamming codes, and in fact,
can be used by all linear block codes, including BCH and RS codes that are useful for stronger,
multi-bit error correction outside of the memory die. Therefore, we believe future work can
take inspiration from and extend our work to develop analogous techniques for systems using
dierent, possibly stronger ECC schemes.

To Other DRAM Failure Modes

We demonstrate our work in the context of DRAM data-retention errors because they are
a relevant and interesting problem today. However, we believe that future work can apply
similar principles to those underlying our techniques (e.g., proling under exacerbated op-
erating conditions, exploiting data-dependence of the error mechanisms) to solve error pro-
ling and characterization challenges for other DRAM failure modes. For example, several
works [459, 505, 611] analytically and/or experimentally demonstrate that RowHammer ex-
hibits sensitivity to device temperature. Based on this observation, reach proling can poten-
tially be extended to quickly and eciently identify those cells that are more susceptible to
RowHammer errors. In general, any failure mode that is sensitive one or more parameters
that are under the operator’s control (e.g., data patterns, timings, temperature, voltage) can
theoretically be exploited in such a manner.
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Similarly, a BEER-like approach can be taken with any failure mode that exhibits strong
dependence on the data value stored in a cell. This data dependence allows control over which
cells can and cannot fail, enabling the extraction of information about the ECC mechanism
and raw bit error characteristics. Although other DRAM failure modes have not been shown
to exhibit as strong a data dependence as data-retention, we believe that BEER can be extended
to work with a failure mode that exhibits some amount of data dependence through creative
use of statistical measurements.

To Unpredictable Failure Modes

Our studies and techniques are centered on observing large quantities of uncorrectable errors
in order to infer information about the on-die ECC mechanism and raw bit errors. However,
addressing dicult-to-predict errors (e.g., sporadic events such as VRT errors) is already a sig-
nicant challenge in DRAM today [405] and will continue to worsen with technology scaling.
Unfortunately, these errors are dicult to anticipate beforehand (e.g., with oine proling),
so understanding their characteristics and developing ecient techniques to combat them is
an important problem.

To Emerging Memory Technologies

Our work provides researchers with the tools to understand and explore DRAM on-die ECC
and the raw bit error characteristics. However, the analysis and techniques we contribute are
not limited to DRAM and can theoretically be extended to work with other memory tech-
nologies, such as PCM, MRAM, and RM. These technologies are known to suer from their
own reliability challenges [29, 33, 97, 110, 239, 275, 306, 339, 340, 358, 430, 487, 570], potentially
requiring approaches similar to on-die ECC to make manufacturing feasible.1 Although most
of these technologies are yet to be productized, identifying feasible designs and architectures
is an important research problem that will continue to become more relevant as the technolo-
gies mature. We believe that our work will be relevant and helpful in addressing challenges
that arise from on-die error-mitigation techniques that these memories incorporate.

To Other ECC Architectures

At an abstract level, our work applies to any communication channel that suers from statisti-
cally well-dened errors and only exposes post-correction data. DRAM on-die ECC is an ideal
example because all error-mitigation operations occur within the DRAM die and are there-
fore invisible at the chip’s interface. Furthermore, DRAM failure modes are closely tied to the

1In fact, certain commodity STT-MRAM chips [144] are already provisioned with on-die ECC.
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technology itself and have been studied extensively across decades of research. However, any
memory architecture that provides no visibility into the ECC mechanism likely suers from
analogous challenges to those we identify in our work. Possible examples include (1) a mem-
ory architecture that places ECC within an in-package memory controller (e.g., as does NAND
Flash), thereby making the ECC invisible to the rest of the system; and (2) a DRAM-based sys-
tem that uses rank-level ECC (i.e., within the memory controller). Although the ECC’s internal
workings are more accessible than on-die ECC in both of these examples [115], a scientist or
engineer who does not have access to the interfaces that allow visibility into the ECC mech-
anism (e.g., special processor registers, hardware debugging interfaces) can extend the tech-
niques that we provide in our work to conduct their studies.

9.1.2 Leveraging the New-Found Visibility into Error Characteristics

We believe that future work can use the techniques that we develop in this work to enable a
broad range of more robust systems in the context of memory chips that use on-die ECC. We
review several possibilities in this section, but believe that other use cases exist that we have
not yet foreseen.

Improved System-Level Error Mitigations

Armed with the tools to better understand on-die ECC, system designers can adapt their own
error-mitigation mechanisms to the on-die ECC mechanisms that memory manufacturers de-
ploy. This is especially important for systems that integrate modern commodity DRAM be-
cause on-die ECC is already prevalent among LPDDR4 and DDR5 chips [253, 330, 333, 447].
Several works [88, 177, 538] argue the value of being aware of on-die ECC when designing
system-level error-mitigation mechanisms, and techniques such as EIN and BEER enable this
visibility for already-deployed memory chips that use on-die ECC.

Error-Tolerant Computing

Prior works [326, 442, 562] have used their understanding of DRAM error characteristics to
make neural network applications tolerant to DRAM errors. For such applications, we believe
this is a promising approach to circumvent the need for stronger, more expensive hardware
error-mitigation mechanisms. As with designing robust systems, making an application re-
silient to errors requires understanding the errors’ characteristics. We believe that the tech-
niques we contribute will allow researchers to extend existing techniques and develop new
ones that target systems equipped with on-die ECC.
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9.1.3 Alternative Error Mitigation Designs

Our work details key challenges that on-die ECC’s obfuscation of error characteristics entails.
We believe that modifying or replacing on-die ECC with techniques that avoid obfuscating
the underlying error characteristics is a crucial future research direction. Although these ap-
proaches cannot help for DRAM on-die ECC that pervades DRAM chips today, we believe that
they are promising alternatives for future designs.

Alternative On-Die ECC Architectures

Recent work [177, 258, 435] has considered rearchitecting on-die ECC in ways that allow sys-
tem designers to better complement the reliability benets that on-die ECC already provides.
Similarly, recent DDR5 DRAM standards [253] explicitly discuss on-die ECC within specica-
tions and add limited functionality to expose the underlying reliability characteristics (e.g., a
limited form of ECC scrubbing). Each of these approaches take important steps towards en-
abling DRAM consumers to extract the maximum benet from on-die ECC while minimizing
the downsides (e.g., that we identify and work to address in this dissertation). However, we
believe that signicant future work remains to identify the best possible on-die ECC designs
for dierent system congurations, design goals, and target error rates.

System-Level Error Mitigations

As memory errors worsen with continued technology scaling, we expect memory manufac-
turers to consider even stronger on-die ECC mechanisms. As an alternative to on-die ECC,
we believe it is important to explore other ways to mitigate high error rates. Dierent system
components have dierent advantages with respect to error mitigation. For example, the soft-
ware is well-equipped to determine which errors are and are not signicant at the application-
level [361, 381, 396] and address them using exible software-level techniques (e.g., using re-
dundancy [490, 527, 528, 557] and/or failure recovery mechanisms [96, 146, 477]). In contrast,
the hardware can quickly and eciently respond to errors that occur during runtime [388].
We believe that exploring the system-level design space for error mitigation is a promising
direction, not only to tackle high error rates that are dicult to address using on-die ECC or
hardware repair mechanisms, but also to address the diculties that proprietary on-die ECC
solutions cause for system design and test.
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9.1.4 Improving Transparency into DRAM Reliability and Operation

Our work explains and addresses the consequences of using on-die ECC that is completely
invisible to the rest of the system. To prevent this problem in the future, we believe that an
in-depth reevaluation of DRAM specications is warranted. Although we identify certain in-
formation that can help DRAMconsumers if released (discussed in Section 8.9), a broader study
of areas in which design transparency can be helpful, possibly performed by system designers
themselves, would be immensely helpful to guide future work.

9.2 Concluding Remarks

In this dissertation, we explore memory error characterization and proling both with and
without on-die ECC. We builds a detailed understanding of the challenges that on-die ECC
introduces for when studying memory error characteristics. We show that on-die ECC obfus-
cates errors, making it dicult for scientists and engineers to make sense of observed errors
in the context of the underlying physical memory technology. To address these challenges,
we propose four new sets of testing techniques that enable more eectively study memory
error characteristics: (1) Reach proling, which quickly identies bits at risk of data-retention
error with high coverage so that refresh overhead mitigation techniques may safely eliminate
unnecessary refresh operations; (2) EIN, which allows inferring details of both the on-die ECC
mechanism and the raw bit error characteristics in the context of an error-characterization
study; (3) BEER and BEEP, which expose the precise details of how on-die ECC is aecting
raw bit error patterns, allowing for well informed design and test practices; and (4) HARP,
which enables quickly identifying bits at risk of error in memory devices that use on-die ECC,
thereby enabling bit repair mechanisms to accurately mitigate errors. We hope that the data
and methods we contribute enable new studies and research directions that embrace the ben-
ets of techniques like on-die ECC without sacricing the transparency that we believe is
crucial for continued innovation.
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Other Works of the Author

I led four successful projects that led towards this dissertation during my time as a Ph.D. stu-
dent. First, I developed REAPER [468] with signicant and foundational help from Jeremie
Kim. Chapter 4 describes this project in detail, which was my rst foray into the DRAM space.
Second, I delved further into DRAM reliability with EIN [467], releasing the open-source,
experimentally-validated EINSim [4] tool as part of the project. To our knowledge, EIN is the
rst work to delve into the real-world implementation of DRAM on-die ECC and received the
Best Paper Award at DSN 2019. Chapter 5 summarizes this project and our ndings. Next, I
continued exploring the adverse consequences of on-die ECC with BEER [466], culminating in
an open-source tool [1] that enables the community to replicate our study and freely apply the
BEER methodology to their own devices. BEER received the best paper award at MICRO 2020
in recognition of its contributions to the state-of-the-art. Chapter 6 describes BEER and our
open-source tool. Most recently, I developed HARP [465], whose artifacts are peer-evaluated
and publicly available as an open-source tool [5,469]. Chapter 7 discusses our study and nd-
ings from this project. Finally, I used the combined learnings from these projects (and other
collaborations, described below) to develop a set of recommendations for the DRAM com-
munity going forward. Chapter 8 summarizes these recommendations, which we believe will
improve the state of the industry in both the short and long term.

Throughout my graduate studies, I also participated in research projects in several dis-
tinct areas with my fellow graduate students in SAFARI. I acknowledge these works in the
remainder of this chapter.

I spent the rst year of my Ph.D. working in close collaboration with Amirali Boroumand.
We devolved an ecient coherence protocol for processing-in-memory systems, culminating
in two works: LazyPIM [67] and CoNDA [66]. In these works, we show that a speculative,
optimistic approach to coherence trac can be a good alternative to ne- or coarse-grained
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accounting given workloads that access the same data from both the host processor and the
processing-in-memory cores.

Next, I delved into the DRAM reliability space and became involved with several works
that I co-authored with Jeremie Kim alongside our work with data-retention errors. We per-
formed extensive experimental DRAM error characterization studies, in which we exploited
DRAM access timing reductions to (1) develop reliable device ngerprints in the form of phys-
ically unclonable functions (DRAM latency PUF [295]); (2) reduce memory access latency for
memory locations that are tolerant to reduced access timings (Solar DRAM [294]); (3) and gen-
erate true random numbers (D-RaNGe [296]). Later, I was involved with Yaohua Wang in two
projects. First, we improved the DRAM access latency by exploiting opportunities for reducing
memory access timings based on an application’s memory access pattern (CAL [586]). Second,
we developed a ne-grained in-DRAM data movement mechanism (FIGARO [585]) that can
be exploited to act as a cache that improves the average DRAM access latency, in addition to
potentially helping defend against security attacks that make use of RowHammer and DRAM
timing side channels.

Continuing on the path of DRAM access latency reduction, I worked with Hasan Hassan
to develop CROW [196], a mechanism that enables quickly duplicating data between rows
in-DRAM. Using the copy operation, we show that it is possible to use the copied rows to re-
duce both access latency and refresh overheads. Next, I worked with Haocong Luo to develop
CLR-DRAM [376], a technique that enables a run timememory capacity-latency tradeo at the
granularity of individual DRAM rows. CLR-DRAM allows switching between the two states
on the order of nanoseconds, providing a new and highly recongurable substrate for future
research to build upon. Next, I worked with Lois Orosa to develop CODIC [454] a substrate
that exposes ne-grained internal DRAMaccess timings to the programmer. Using these access
timings, the programmer can implement a wide range of features, such as a physically unclon-
able function and a cold boot attack prevention mechanism. Finally, I worked with Ataberk
Olgun to design QUAC-TRNG [452], a high-throughput true random number generator based
on the error characteristics of commodity DRAM chips.

I also contributed on the topic of RowHammer through several distinct projects. First, I
worked with Lucian Cojocar to study the eectiveness of dierent RowHammer error testing
strategies and develop a methodology usable by server-class systems to test for RowHam-
mer [113]. Next, I worked with Jeremie Kim to perform a large-scale RowHammer error-
characterization study [297], in which we examined how RowHammer scales across dierent
DRAM standards and technology generations. Then, I worked with Giray Yağlıkçı to develop
BlockHammer [604], a new RowHammer defense mechanism that provides strong protection
while improving scalability and compatibility with commodity DRAM chips relative to prior
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RowHammer defenses. Following BlockHammer, I worked with Lois Orosa and Giray Yağlıkçı
to perform a large-scale RowHammer error-characterization study [455]. Finally, I worked
with Giray Yağlıkçı to experimentally evaluate whether manipulating the DRAM supply volt-
age can be an eective defense against RowHammer [606].

Lastly, I worked with Nastaran Hajinazar on two dierent projects. In the rst, we de-
veloped a new virtual memory framework called the Virtual Block Interface (VBI) [188]. VBI
shifts the responsibility for most virtual memory management tasks to the hardware, thereby
relieving the system software of signicant complexity associated with virtual memory man-
agement responsibilities. In doing so, VBI improves overall system performance and enables
several important architectural optimizations with respect to memory management. In the
second project, we develop an end-to-end system framework for in-DRAM data processing
called SIMDRAM [187]. SIMDRAM extends in-DRAM processing to a much more general set
of computation primitives, facilitating the use of in-DRAM processing for a broader range of
workloads.
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